A COMPANION TO THE PBS SERIES

1T HE

BRAIN

THE STORY OF YOU

DAVID
FEAGLEMAN

BEST-SELLING AUTHOR OF INCOGNITO



Also by David Eagleman
Sum: Forty Tales from the Afterlives
Incognito: The Secret Lives of the Brain

Why the Net Matters: Six Easy Ways to Avert the Collapse of Civilization

With Richard Cytowic

Wednesday is Indigo Blue: Discovering the Brain of Synesthesia



THE BRAIN

DAVID EAGLEMAN

i

PANTHEON BOOKS
NEW YORK



Copyright © 2015 by David Eagleman
Artwork copyright © 2015 by Blink Entertainment trading as Blink Films

All rights reserved. Published in the United States by Pantheon Books, a division of Penguin Random House LLC, New York,
and distributed in Canada by Random House of Canada, a division of Penguin Random House Ltd., Toronto. Simultaneously
published in Great Britain by Canongate Books Ltd., Edinburgh.

Pantheon Books and colophon are registered trademarks of Penguin Random House LLC.

Permissions acknowledgments appear on this page.

A cataloging-in-publication record has been established for this book by the Library of Congress.

Hardcover ISBN 9781101870532
eBook ISBN 9781101870549

www.pantheonbooks.com

Cover image by Blink Films UK
Cover design by Peter Adlington

First American Edition

v4.1
a


http://www.pantheonbooks.com

Contents

Cover

Also by David Eagleman
Title Page

Copyright

Introduction

1 Who am |?

2 What is reality?

3 Who's in control?

4 How do | decide?

5 Do | need you?

6 Who will we be?
Acknowledgments
Endnotes
Glossary

Image credits



Introduction

Because brain science is a fast-moving field, it’s rare to step back to view the lay of the
land, to work out what our studies mean for our lives, to discuss in a plain and simple way
what it means to be a biological creature. This book sets out to do that.

Brain science matters. The strange computational material in our skulls is the
perceptual machinery by which we navigate the world, the stuff from which decisions
arise, the material from which imagination is forged. Our dreams and our waking lives
emerge from its billions of zapping cells. A better understanding of the brain sheds light
on what we take to be real in our personal relationships and what we take to be necessary
in our social policy: how we fight, why we love, what we accept as true, how we should
educate, how we can craft better social policy, and how to design our bodies for the
centuries to come. In the brain’s microscopically small circuitry is etched the history and
future of our species.

Given the brain’s centrality to our lives, I used to wonder why our society so rarely talks
about it, preferring instead to fill our airwaves with celebrity gossip and reality shows. But
I now think this lack of attention to the brain can be taken not as a shortcoming, but as a
clue: we're so trapped inside our reality that it is inordinately difficult to realize we’re
trapped inside anything. At first blush, it seems that perhaps there’s nothing to talk about.
Of course colors exist in the outside world. Of course my memory is like a video camera.
Of course I know the real reasons for my beliefs.

The pages of this book will put all our assumptions under the spotlight. In writing it, I
wanted to get away from a textbook model in favor of illuminating a deeper level of
enquiry: how we decide, how we perceive reality, who we are, how our lives are steered,
why we need other people, and where we’re heading as a species that’s just beginning to
grab its own reins. This project attempts to bridge the gap between the academic
literature and the lives we lead as brain owners. The approach I take here diverges from
the academic journal articles I write, and even from my other neuroscience books. This
project is meant for a different kind of audience. It doesn’t presuppose any specialized
knowledge, only curiosity and an appetite for self-exploration.

So strap in for a whistle-stop tour into the inner cosmos. In the infinitely dense tangle
of billions of brain cells and their trillions of connections, I hope you’ll be able to squint
and make out something that you might not have expected to see in there. You.






All the experiences in your life — from
single conversations to your broader
culture — shape the microscopic details of
your brain. Neurally speaking, who you
are depends on where youve been. Your
brain is a relentless shape-shifter,
constantly rewriting its own circuitry — and
because your experiences are unique, SO
are the vast, detailed patterns in your
neural networks. Because they continue
to change your whole life, your identity is
a moving target; it never reaches an
endpoint.



Although neuroscience is my daily routine, I'm still in awe every time I hold a human
brain. After you take into account its substantial weight (an adult brain weighs in at three
pounds), its strange consistency (like firm jelly), and its wrinkled appearance (deep
valleys carving a puffy landscape) — what’s striking is the brain’s sheer physicality: this
hunk of unremarkable stuff seems so at odds with the mental processes it creates.

Our thoughts and our dreams, our memories and experiences all arise from this strange
neural material. Who we are is found within its intricate firing patterns of
electrochemical pulses. When that activity stops, so do you. When that activity changes
character, due to injury or drugs, you change character in lockstep. Unlike any other part
of your body, if you damage a small piece of the brain, who you are is likely to change
radically. To understand how this is possible, let’s start at the beginning.

An entire life, lavishly colored with agonies and ecstasies, took place in these three pounds.

Born unfinished

At birth we humans are helpless. We spend about a year unable to walk, about two more
before we can articulate full thoughts, and many more years unable to fend for ourselves.
We are totally dependent on those around us for our survival. Now compare this to many
other mammals. Dolphins, for instance, are born swimming; giraffes learn to stand within
hours; a baby zebra can run within forty-five minutes of birth. Across the animal
kingdom, our cousins are strikingly independent soon after they’re born.

On the face of it, that seems like a great advantage for other species — but in fact it
signifies a limitation. Baby animals develop quickly because their brains are wiring up
according to a largely preprogrammed routine. But that preparedness trades off with
flexibility. Imagine if some hapless rhinoceros found itself on the Arctic tundra, or on top



of a mountain in the Himalayas, or in the middle of urban Tokyo. It would have no
capacity to adapt (which is why we don’t find rhinos in those areas). This strategy of
arriving with a pre-arranged brain works inside a particular niche in the ecosystem — but
put an animal outside of that niche, and its chances of thriving are low.

In contrast, humans are able to thrive in many different environments, from the frozen
tundra to the high mountains to bustling urban centers. This is possible because the
human brain is born remarkably unfinished. Instead of arriving with everything wired up
— let’s call it “hardwired” — a human brain allows itself to be shaped by the details of life
experience. This leads to long periods of helplessness as the young brain slowly molds to
its environment. It’s “livewired”.

Childhood pruning: exposing the statue in the marble

What’s the secret behind the flexibility of young brains? It’s not about growing new cells
— in fact, the number of brain cells is the same in children and adults. Instead, the secret
lies in how those cells are connected.

At birth, a baby’s neurons are disparate and unconnected, and in the first two years of
life they begin connecting up extremely rapidly as they take in sensory information. As
many as two million new connections, or synapses, are formed every second in an infant’s
brain. By age two, a child has over one hundred trillion synapses, double the number an
adult has.



LIVEWIRING
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Many animals are born genetically preprogrammed, or “hardwired” for certain
instincts and behaviors. Genes guide the construction of their bodies and brains
in specific ways that define what they will be and how they’ll behave. A fly’s
reflex to escape in the presence of a passing shadow; a robin’s
preprogrammed instinct to fly south in the winter; a bear’s desire to hibernate; a
dog’s drive to protect its master: these are all examples of instincts and
behaviors that are hardwired. Hardwiring allows these creatures to move as
their parents do from birth, and in some cases to eat for themselves and survive
independently.

In humans the situation is somewhat different. The human brain comes into
the world with some amount of genetic hardwiring (for example, for breathing,
crying, suckling, caring about faces, and having the ability to learn the details of
their native language). But compared to the rest of the animal kingdom, human
brains are unusually incomplete at birth. The detailed wiring diagram of the
human brain is not preprogrammed; instead, genes give very general directions
for the blueprints of neural networks, and world experience fine-tunes the rest
of the wiring, allowing it to adapt to the local details.

The human brain’s ability to shape itself to the world into which it's born has
allowed our species to take over every ecosystem on the planet and begin our
move into the solar system.

It has now reached a peak and has far more connections than it will need. At this point,
the blooming of new connections is supplanted by a strategy of neural “pruning”. As you
mature, 50% of your synapses will be pared back.



Which synapses stay and which go? When a synapse successfully participates in a
circuit, it is strengthened; in contrast, synapses weaken if they aren’t useful, and
eventually they are eliminated. Just like paths in a forest, you lose the connections that
you don’t use.

In a sense, the process of becoming who you are is defined by carving back the
possibilities that were already present. You become who you are not because of what
grows in your brain, but because of what is removed.

Throughout our childhoods, our local environments refine our brain, taking the jungle
of possibilities and shaping it back to correspond to what we’re exposed to. Our brains
form fewer but stronger connections.
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In a newborn brain, neurons are relatively unconnected to one another. Over the first two to three
years, the branches grow and the cells become increasingly connected. After that, the connections
are pruned back, becoming fewer and stronger in adulthood.

As an example, the language that you’re exposed to in infancy (say, English versus
Japanese) refines your ability to hear the particular sounds of your language, and worsens
your capacity to hear the sounds of other languages. That is, a baby born in Japan and a
baby born in America can hear and respond to all the sounds in both languages. Through
time, the baby raised in Japan will lose the ability to distinguish between, say, the sounds
of R and L, two sounds that aren’t separated in Japanese. We are sculpted by the world we
happen to drop into.

Nature’s gamble

Over our protracted childhood, the brain continually pares back its connections, shaping
itself to the particulars of its environment. This is a smart strategy to match a brain to its
environment — but it also comes with risks.

If developing brains are not given the proper, “expected” environment — one in which a



child is nurtured and looked after — the brain will struggle to develop normally. This is
something the Jensen family from Wisconsin has experienced first-hand. Carol and Bill
Jensen adopted Tom, John, and Victoria when the children were four years old. The three
children were orphans who had, until their adoption, endured appalling conditions in
state-run orphanages in Romania — with consequences for their brain development.

When the Jensens picked up the children and took a taxi out of Romania, Carol asked
the taxi driver to translate what the children were saying. The taxi driver explained they
were speaking gibberish. It was not a known language; starved of normal interaction, the
children had developed a strange creole. As they’ve grown up, the children have had to
deal with learning disabilities, the scars of their childhood deprivation.

Tom, John, and Victoria don’t remember much about their time in Romania. In
contrast, someone who remembers the institutions vividly is Dr. Charles Nelson,
Professor of Pediatrics at Boston Children’s Hospital. He first visited these institutions in
1999. What he saw horrified him. Young children were kept in their cribs, with no sensory
stimulation. There was a single caretaker for every fifteen children, and these workers
were instructed not to pick the children up or show them affection in any way, even when
they were crying — the concern was that such displays of affection would lead to the
children wanting more, an impossibility with the limited staffing. In this context, things
were as regimented as possible. Children were lined up on plastic pots for toileting.
Everyone got the same haircut, regardless of gender. They were dressed alike, fed on
schedule. Everything was mechanized.

Children whose cries went unanswered soon learned not to cry. The children were not
held and were not played with. Although they had their basic needs met (they were fed,
washed and clothed), the infants were deprived of emotional care, support, and any kind
of stimulation. As a result, they developed “indiscriminate friendliness”. Nelson explains
that he’d walk into a room and be surrounded by little kids he’d never seen before — and
they’d want to jump into his arms and sit on his lap or hold his hand or walk off with him.
Although this sort of indiscriminate behavior seems sweet at first glance, it’s a coping
strategy of neglected children, and it goes hand-in-hand with long-term attachment
issues. It is a hallmark behavior of children who have grown up in an institution.

Shaken by the conditions they were witnessing, Nelson and his team set up the
Bucharest Early Intervention Program. They assessed 136 children, aged six months to
three years, who had been living in institutions from birth. First, it became clear that the
children had IQs in the sixties and seventies, compared to an average of one hundred. The
children showed signs of under-developed brains and their language was very delayed.
When Nelson used electroencephalography (EEG) to measure the electrical activity in
these children’s brains, he found they had dramatically reduced neural activity.



ROMANIA’S ORPHANAGES

In 1966, to increase the population and the work force, Romanian president
Nicolae Ceausescu banned contraception and abortion. State gynecologists
known as “menstrual police” examined women of childbearing age to ensure
they were producing enough offspring. A “celibacy tax” was levied on families
who had fewer than five children. The birth rate skyrocketed.

Many poor families couldn't afford to care for their children — and so they
gave them over to state-run institutions. In turn, the state rolled out more
institutions to meet the soaring numbers. By 1989, when Ceausescu was
ousted, 170,000 abandoned children resided in institutions.

Scientists soon revealed the consequences of an institutional upbringing on
brain development. And those studies influenced government policy. Over the
years, most of the Romanian orphans have been returned to their parents or
removed to government foster care. By 2005, Romania made it illegal for
children to be institutionalized before the age of two, unless severely disabled.

Millions of orphans still live in institutionalized government care around the
world. Given the necessity of a nurturing environment for an infant’'s developing
brain, it is imperative that governments find ways to get the children into
conditions that allow proper brain development.

Without an environment with emotional care and cognitive stimulation, the human
brain cannot develop normally.



Encouragingly, Nelson’s study also revealed an important flipside: the brain can often
recover, to varying degrees, once the children are removed to a safe and loving
environment. The younger a child is removed, the better his recovery. Children removed
to foster homes before the age of two generally recovered well. After two, they made
improvements — but depending on the age of the child they were left with differing levels
of developmental problems.

Nelson’s results highlight the critical role of a loving, nurturing environment for a
developing child’s brain. And this illustrates the profound importance of the environment
around us in shaping who we become. We are exquisitely sensitive to our surroundings.
Because of the wire-on-the-fly strategy of the human brain, who we are depends heavily
on where we’ve been.

The teen years

Only a couple of decades ago it was thought that brain development was mostly complete
by the end of childhood. But we now know that the process of building a human brain
takes up to twenty-five years. The teen years are a period of such important neural
reorganization and change that it dramatically affects who we seem to be. Hormones
coursing around our bodies cause obvious physical changes as we take on the appearance
of adults — but out of sight our brains are undergoing equally monumental changes.
These changes profoundly color how we behave and react to the world around us.

One of these changes has to do with an emerging sense of self — and with it, self-
consciousness.

To get a sense of the teen brain at work, we ran a simple experiment. With the help of
my graduate student Ricky Savjani, we asked volunteers to sit on a stool in a shop window
display. We then pulled back the curtain to expose the volunteer looking out on the world
— to be gawked at by passersby.




Volunteers sat in a shop window, to be stared at by passersby. Teenagers have greater social anxiety
than adults, reflecting the details of brain development during the adolescent years.

Before sending them into this socially awkward situation, we rigged up each volunteer
so we’d be able to measure their emotional response. We hooked them up with a device to
measure the galvanic skin response (GSR), a useful proxy for anxiety: the more your
sweat glands open, the higher your skin conductance will be. (This is, by the way, the
same technology used in a lie detector, or polygraph test.)

Both adults and teens participated in our experiment. In adults, we observed a stress
response from being stared at by strangers, exactly as expected. But in teenagers, that
same experience caused social emotions to go into overdrive: the teens were much more
anxious — some to the point of trembling — while they were being watched.

Why the difference between the adults and teens? The answer involves an area of the
brain called the medial prefrontal cortex (mPFC). This region becomes active when you
think about your self — and especially the emotional significance of a situation to your
self. Dr. Leah Somerville and her colleagues at Harvard University found that as one
grows from childhood to adolescence, the mPFC becomes more active in social situations,
peaking at around fifteen years old. At this point, social situations carry a lot of emotional
weight, resulting in a self-conscious stress response of high intensity. That is, in
adolescence, thinking about one’s self — so-called “self evaluation” — is a high priority. In
contrast, an adult brain has grown accustomed to a sense of self — like having broken in a
new pair of shoes — and as a result an adult doesn’t care as much about sitting in the shop
window.



SCULPTING OF THE ADOLESCENT BRAIN
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After childhood, just before the onset of puberty, there is a second period of
overproduction: the prefrontal cortex sprouts new cells and new connections
(synapses), thereby creating new pathways for molding. This excess is
followed by approximately a decade of pruning: all through our teenage years,
weaker connections are trimmed back while stronger connections are
reinforced. As a result of this thinning out, the volume of the prefrontal cortex
reduces by about 1% per year during the teenage years. The shaping of circuits
during the teen years sets us up for the lessons we learn on our paths to
becoming adults.

Because these massive changes take place in brain areas required for higher
reasoning and the control of urges, adolescence is a time of steep cognitive
change. The dorsolateral prefrontal cortex, important for controlling impulses, is
among the most belated regions to mature, not reaching its adult state until the
early twenties. Well before neuroscientists worked out the details, car
insurance companies noticed the consequences of incomplete brain maturation
— and they accordingly charge more for teen drivers. Likewise, the criminal
justice system has long held this intuition, and thus juveniles are treated
differently than adults.

Beyond social awkwardness and emotional hypersensitivity, the teen brain is set up to
take risks. Whether it’s driving fast or sexting naked photos, risky behaviors are more



tempting to the teen brain than to the adult brain. Much of that has to do with the way we
respond to rewards and incentives. As we move from childhood into adolescence, the
brain shows an increasing response to rewards in areas related to pleasure seeking (one
such area is called the nucleus accumbens). In teens, the activity here is as high as it is in
adults. But here’s the important fact: activity in the orbitofrontal cortex — involved in
executive decision making, attention, and simulating future consequences — is still about
the same in teens as it is in children. A mature pleasure-seeking system coupled with an
immature orbitofrontal cortex means that teens are not only emotionally hypersensitive,
but also less able to control their emotions than adults.

Moreover, Somerville and her team have an idea why peer pressure strongly compels
behavior in teens: areas involved in social considerations (such as the mPFC) are more
strongly coupled to other brain regions that translate motivations into actions (the
striatum and its network of connections). This, they suggest, might explain why teens are
more likely to take risks when their friends are around.

Caudate Putamen

Medial prefrontal
cortex

Nucleus

accumbens -
i .

Orbitofrontal
cortex Amygdala Hippocampus

Due to changes in many brain areas involved in reward, planning, and motivation, our sense of self
undergoes major changes in our teenage years.

How we see the world as a teenager is the consequence of a changing brain that’s right
on schedule. These changes lead us to be more self-conscious, more risk-taking, and more
prone to peer-motivated behavior. For frustrated parents the world over, there’s an
important message: who we are as a teenager is not simply the result of a choice or an
attitude; it is the product of a period of intense and inevitable neural change.



Plasticity in adulthood

By the time we’re twenty-five years of age, the brain transformations of childhood and
adolescence are finally over. The tectonic shifts in our identity and personality have
ended, and our brain appears to now be fully developed. You might think that who we are
as adults is now fixed in place, immoveable. But it’s not: in adulthood our brains continue
to change. Something that can be shaped — and can hold that shape — is what we describe
as plastic. And so it is with the brain, even in adulthood: experience changes it, and it
retains the change.

To get a sense of how impressive these physical changes can be, consider the brains of a
particular group of men and women who work in London: the city’s cab drivers. They
undergo four years of intensive training to pass the “Knowledge of London”, one of
society’s most difficult feats of memory. The Knowledge requires aspiring cabbies to
memorize London’s extensive roadways, in all their combinations and permutations. This
is an exceedingly difficult task: The Knowledge covers 320 different routes through the
city, 25,000 individual streets, and 20,000 landmarks and points of interest — hotels,
theatres, restaurants, embassies, police stations, sports facilities, and anywhere a
passenger is likely to want to go. Students of The Knowledge typically spend three to four
hours a day reciting theoretical journeys.

In an epic feat of memorization, London cab drivers learn the city’s geography by rote. After training,
they can articulate the most direct (and legal!) route between any two points in the greater
metropolitan area, without consulting a map. The end result of the challenge is a visible change in
their brains.



The unique mental challenges of The Knowledge sparked the interest of a group of
neuroscientists from University College London, who scanned the brains of several cab
drivers. The scientists were particularly interested in a small area of the brain called the
hippocampus — vital for memory, and, in particular, spatial memory.

The scientists discovered visible differences in the cabbies’ brains: in the drivers, the
posterior part of the hippocampus had grown physically larger than those in the control
group — presumably causing their increased spatial memory. The researchers also found
that the longer a cabbie has been doing his job, the bigger the change in that brain region,
suggesting that the result was not simply reflecting a pre-existing condition of people who
go into the profession, but instead resulted from practice.

The cab-driver study demonstrates that adult brains are not fixed in place, but instead
can reconfigure so much that the change is visible to the trained eye.
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After learning The Knowledge, the hippocampuses of London cab drivers visibly changed shape —
reflecting their improved skills of spatial navigation.

It’s not just cab drivers whose brains reshape themselves. When one of the most
famous brains of the twentieth century was examined, Albert Einstein’s brain did not
reveal the secret of his genius. But it did show that the brain area devoted to his left
fingers had expanded — forming a giant fold in his cortex called the Omega sign, shaped




like the Greek symbol __ — all thanks to his less commonly known passion for playing the

violin. This fold becomes enlarged in experienced violin players, who intensively develop
fine dexterity with the fingers of their left hand. Piano players, in contrast, develop an
Omega sign in both hemispheres, as they use both hands in fine, detailed movements.

Albert Einstein and his brain. The brain is viewed from above; the front of the brain is at the top of the
picture. The orange shaded region is unusually enlarged — so much so that the extra tissue bunches
up into what looks like an upside-down Greek letter omega.

The shape of the hills and valleys in the brain is largely conserved across people — but
the finer details give a personal and unique reflection of where you’ve been and who you
are now. Although most of the changes are too small to detect with the naked eye,
everything you’ve experienced has altered the physical structure of your brain — from the
expression of genes to the positions of molecules to the architecture of neurons. Your
family of origin, your culture, your friends, your work, every movie you’ve watched, every
conversation you’ve had — these have all left their footprints in your nervous system.
These indelible, microscopic impressions accumulate to make you who you are, and to
constrain who you can become.

Pathological changes

Changes in our brain represent what we’ve done and who we are. But what happens if the
brain changes because of a disease or injury? Does this also alter who we are, our
personalities, our actions?

On August 1st 1966, Charles Whitman took an elevator to the observation deck of the
University of Texas Tower in Austin. Then the twenty-five-year-old started firing



indiscriminately at people below. Thirteen people were killed and thirty-three wounded,
until Whitman himself was finally shot dead by police. When they got to his house they
discovered that he had killed his wife and mother the night before.

There was only one thing more surprising than this random act of violence, and that
was the lack of anything about Charles Whitman that would seem to have predicted it. He
was an Eagle Scout, he was employed as a bank teller, and he was an engineering student.

Police photograph of the body of Charles Whitman after he went on a murderous shooting spree at
the University of Texas at Austin in 1966. In his suicide note, Whitman asked for an autopsy: he
suspected that something was going awry in his brain.

Shortly after killing his wife and his mother, he’d sat down and typed what amounted to
a suicide note:

I don’t really understand myself these days. I am supposed to be an average
reasonable and intelligent young man. However, lately (I cannot recall when it
started) I have been a victim of many unusual and irrational thoughts...After my



death I wish that an autopsy would be performed on me to see if there is any visible
physical disorder.

Whitman’s request was granted. After an autopsy, the pathologist reported that
Whitman had a small brain tumor. It was about the size of a nickel, and it was pressing
against a part of his brain called the amygdala, which is involved in fear and aggression.
This small amount of pressure on the amygdala led to a cascade of consequences in
Whitman’s brain, resulting in him taking actions that would otherwise be completely out
of character. His brain matter had been changing, and who he was changed with it.

This is an extreme example, but less dramatic changes in your brain can alter the fabric
of who you are. Consider the ingestion of drugs or alcohol. Particular kinds of epilepsy
make people more religious. Parkinson’s disease often makes people lose their faith,
while the medication for Parkinson’s can often turn people into compulsive gamblers. It’s
not just illness or chemicals that change us: from the movies we watch to the jobs we
work, everything contributes to a continual reshaping of the neural networks we
summarize as us. So who exactly are you? Is there anyone down deep, at the core?

Am | the sum of my memories?

Our brains and bodies change so much during our life that — like a clock’s hour hand —
it’s difficult to detect the changes. Every four months your red blood cells are entirely
replaced, for instance, and your skin cells are replaced every few weeks. Within about
seven years every atom in your body will be replaced by other atoms. Physically, you are
constantly a new you. Fortunately, there may be one constant that links all these different
versions of your self together: memory. Perhaps memory can serve as the thread that
makes you who you are. It sits at the core of your identity, providing a single, continuous
sense of self.

But there might be a problem here. Could the continuity be an illusion? Imagine you
could walk into a park and meet your self at different ages in your life. There you are aged
six; as a teenager; in your late twenties; mid-fifties; early seventies; all the way through
your final years. In this scenario, you could all sit together and share the same stories
about your life, teasing out the single thread of your identity.

Or could you? You all possess the name and history, but the fact is that you’re all
somewhat different people, in possession of different values and goals. And your life’s
memories might have less in common than expected. Your memory of who you were at
fifteen is different to who you actually were at fifteen; moreover, you’ll have different
memories that relate back to the same events. Why? Because of what a memory is — and
isn’t.



Imagine a person could be split into herself at all her different ages. Would they all agree on the same
memories? If not, are they really the same person?

Rather than memory being an accurate video recording of a moment in your life, it is a
fragile brain state from a bygone time that must be resurrected for you to remember.

Here’s an example: you're at a restaurant for a friend’s birthday. Everything you
experience triggers particular patterns of activity in your brain. For example, there’s a
particular pattern of activity sparked into life by the conversation between your friends.
Another pattern is activated by the smell of the coffee; yet another by the taste of a
delicious little French cake. The fact that the waiter puts his thumb in your cup is another
memorable detail, represented by a different configuration of neurons firing. All of these
constellations become linked with one another in a vast associative network of neurons
that the hippocampus replays, over and over, until the associations become fixed. The
neurons that are active at the same time will establish stronger connections between
them: cells that fire together, wire together. The resulting network is the unique signature
of the event, and it represents your memory of the birthday dinner.



Your memory of an event is represented by the unique constellation of cells involved in the details
you experience.

Now let’s imagine that six months later you taste one of those little French cakes, just
like the one you tasted at the birthday party. This very specific key can unlock the whole
web of associations. The original constellation lights up, like the lights of a city switching
on. And suddenly you’re back in that memory.

Although we don’t always realize it, the memory is not as rich as you might have
expected. You know that your friends were there. He must have been wearing a suit,
because he always wears a suit. And she was wearing a blue shirt. Or maybe it was
purple? It might have been green. If you really probe the memory, you’ll realize that you
can’t remember the details of any of the other diners at the restaurant, even though the
place was full.

So your memory of the birthday meal has started to fade. Why? For a start, you have a
finite number of neurons, and they are all required to multitask. Each neuron participates
in different constellations at different times. Your neurons operate in a dynamic matrix of
shifting relationships, and heavy demand is continually placed on them to wire with
others. So your memory of the birthday dinner has become muddied, as those “birthday”
neurons have been co-opted to participate in other memory networks. The enemy of
memory isn’t time; it’s other memories. Each new event needs to establish new
relationships among a finite number of neurons. The surprise is that a faded memory
doesn’t seem faded to you. You feel, or at least assume, that the full picture is there.




And your memory of the event is even more dubious. Say that in the intervening year
since the dinner, your two friends have split up. Thinking back on the dinner, you might
now misremember sensing red flags. Wasn’t he more quiet than usual that night?
Weren’t there moments of awkward silence between the two? Well, it will be difficult to
know for certain, because the knowledge that’s in your network now changes the memory
that corresponds to then. You can’t help but have your present color your past. So a single
event may be perceived somewhat differently by you at different stages in your life.

The fallibility of memory

Clues to the malleability of our memory come from the pioneering work of Professor
Elizabeth Loftus at University of California, Irvine. She transformed the field of memory
research by showing how susceptible memories are.

Loftus devised an experiment in which she invited volunteers to watch films of car
crashes, and then asked them a series of questions to test what they remembered. The
questions she asked influenced the answers she received. She explains: “When I asked
how fast were the cars going when they hit each other, versus how fast were the cars
going when they smashed into each other, witnesses give different estimates of speed.
They thought the cars were going faster when I used the word smashed.” Intrigued by the
way that leading questions could contaminate memory, she decided to go further.

Would it be possible to implant entirely false memories? To find out, she recruited a
selection of participants, and had her team contact their families to get information about
events in their past. Armed with this information, the researchers put together four
stories about each participant’s childhood. Three were true. The fourth story contained
plausible information, but was entirely made up. The fourth story was about getting lost
in a shopping mall as a child, being found by a kind elderly person, and finally being
reunited with a parent.

In a series of interviews, participants were told the four stories. At least a quarter
claimed they could remember the incident of being lost in the mall — even though it
hadn’t actually happened. And it didn’t stop there. Loftus explains: “They may start to
remember a little bit about it. But when they come back a week later, they’re starting to
remember more. Maybe they’ll talk about the older woman, who rescued them.” Over
time, more and more detail crept into the false memory: “The old lady was wearing this
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crazy hat”; “I had my favorite toy with me”; “My mom was so mad”.

So not only was it possible to implant false new memories in the brain, but people
embraced and embellished them, unknowingly weaving fantasy into the fabric of their
identity.

We’re all susceptible to this memory manipulation — even Loftus herself. As it turns
out, when Elizabeth was a child, her mother had drowned in a swimming pool. Years
later, a conversation with a relative brought out an extraordinary fact: that Elizabeth had
been the one to find her mother’s body in the pool. That news came as a shock to her; she
hadn’t known that, and in fact she didn’t believe it. But, she describes, “I went home from



that birthday and I started to think: maybe I did. I started to think about other things that
I did remember — like when the firemen came, they gave me oxygen. Maybe I needed the
oxygen ’cause I was so upset that I found the body?” Soon, she could visualize her mother
in the swimming pool.

But then her relative called to say he had made a mistake. It wasn’t the young Elizabeth
after all who had found the body. It had been Elizabeth’s aunt. And that’s how Loftus had
the opportunity to experience what it was like to possess her own false memory, richly
detailed and deeply felt.

Our past is not a faithful record. Instead it’s a reconstruction, and sometimes it can
border on mythology. When we review our life memories, we should do so with the
awareness that not all the details are accurate. Some came from stories that people told
us about ourselves; others were filled in with what we thought must have happened. So if
your answer to who you are is based simply on your memories, that makes your identity
something of a strange, ongoing, mutable narrative.

The aging brain

Today we’re living longer than at any point in human history — and this presents
challenges for maintaining brain health. Diseases like Alzheimer’s and Parkinson’s attack
our brain tissue, and with it, the essence of who we are.

But here’s the good news: in the same way that your environment and behavior shape
your brain when you’re younger, they are just as important in your later years.



MEMORY OF THE FUTURE

Normal brain Henry Molaison

Henry Molaison suffered his first major epileptic seizure on his fifteenth birthday.
From there, the seizures grew more frequent. Faced with a future of violent
convulsions, Henry underwent an experimental surgery — one which removed
the middle part of the temporal lobe (including the hippocampus) on both sides
of his brain. Henry was cured of the seizures, but with a dire side effect: for the
rest of his life, he was unable to establish any new memories.

But the story doesn’t end there. Beyond his inability to form new memories,
he was also unable to imagine the future.

Picture what it would be like to go to the beach tomorrow. What do you
conjure up? Surfers and sandcastles? Crashing waves? Rays of sun breaking
through clouds? If you were to ask Henry what he might imagine, a typical
response might be, “all | can come up with is the color blue”. His misfortune
reveals something about the brain mechanisms that underlie memory: their




purpose is not simply to record what has gone before but to allow us to project
forward into the future. To imagine tomorrow’s experience at the beach, the
hippocampus, in particular, plays a key role in assembling an imagined future by
recombining information from our past.

Across the US, more than 1,100 nuns, priests, and brothers have been taking part in a
unique research project — The Religious Orders Study — to explore the effects of aging on
the brain. In particular the study is interested in teasing out the risk factors for
Alzheimer’s disease, and it includes subjects, aged sixty-five and over, who are symptom-
free and don’t exhibit any measurable signs of disease.

= ul o

Keeping a busy lifestyle into old age benefits the brain.

In addition to being a stable group that can be easily tracked down each year for regular
tests, the religious orders share a similar lifestyle, including nutrition and living
standards. This allows for fewer so-called “confounding factors”, or differences, that
might arise in the wider population, like diet or socioeconomic status or education — all of
which could interfere with the study results.

Data collection began in 1994. So far, Dr. David Bennett and his team at Rush

University in Chicago have collected over 350 brains. Each one is carefully preserved, and
examined for microscopic evidence of age-related brain diseases. And that’s only half the



study: the other half involves the collection of in-depth data on each participant while
they’re alive. Every year, everyone in the study undergoes a battery of tests, ranging from
psychological and cognitive appraisals to medical, physical, and genetic tests.

Hundreds of nuns have donated their brains for examination after their death. Researchers were
caught off guard by the results.

When the team began their research, they expected to find a clear-cut link between
cognitive decline and the three diseases that are the most common causes of dementia:
Alzheimer’s, stroke and Parkinson’s. Instead, here’s what they found: having brain tissue
that was being riddled with the ravages of Alzheimer’s disease didn’t necessarily mean a
person would experience cognitive problems. Some people were dying with a full-blown
Alzheimer’s pathology without having cognitive loss. What was going on?

The team went back to their substantial data sets for clues. Bennett found that
psychological and experiential factors determined whether there was loss of cognition.
Specifically, cognitive exercise — that is, activity that keeps the brain active, like
crosswords, reading, driving, learning new skills, and having responsibilities — was
protective. So were social activity, social networks and interactions, and physical activity.

On the flip side, they found that negative psychological factors like loneliness, anxiety,
depression, and proneness to psychological distress were related to more rapid cognitive
decline. Positive traits like conscientiousness, purpose in life, and keeping busy were
protective.

The participants with diseased neural tissue — but no cognitive symptoms — have built
up what is known as “cognitive reserve”. As areas of brain tissue have degenerated, other
areas have been well exercised, and therefore have compensated or taken over those



functions. The more we keep our brains cognitively fit — typically by challenging them
with difficult and novel tasks, including social interaction — the more the neural networks
build new roadways to get from A to B.

Think of the brain like a toolbox. If it’s a good toolbox, it will contain all the tools you
need to get a job done. If you need to disengage a bolt, you might fish out a ratchet; if you
don’t have access to the ratchet, you’ll pull out a wrench; if the wrench is missing you
might try a pair of pliers. It’s the same concept in a cognitively fit brain: even if many
pathways degenerate because of disease, the brain can retrieve other solutions.

The nuns’ brains demonstrate that it’s possible to protect our brains, and to help hold
on to who we are for as long as possible. We can’t stop the process of aging, but by
practicing all the skills in our cognitive toolbox, we may be able to slow it down.

| am sentient

When I think about who I am, there’s one aspect above all that can’t be ignored: I am a
sentient being. I experience my existence. I feel like I'm here, looking out on the world
through these eyes, perceiving this Technicolor show from my own center stage. Let’s call
this feeling consciousness or awareness.

Scientists often debate the detailed definition of consciousness, but it’s easy enough to
pin down what we’re talking about with the help of a simple comparison: when you’re
awake you have consciousness, and when you’re in deep sleep you don’t. That distinction
gives us an inroad for a simple question: what is the difference in brain activity between
those two states?

One way to measure that is with electroencephalography (EEG), which captures a
summary of billions of neurons firing by picking up weak electrical signals on the outside
of the skull. It’'s a bit of a crude technique; sometimes it’'s compared to trying to
understand the rules of baseball by holding a microphone against the outside of a
baseball stadium. Nonetheless, EEG can offer immediate insights into the differences
between the waking and sleeping states.

When you’re awake, your brain waves reveal that your billions of neurons are engaged
in complex exchanges with one another: think of it like thousands of individual
conversations in the ballgame crowd.

When you go to sleep, your body seems to shut down. So it’s a natural assumption that
the neuronal stadium quiets down. But in 1953 it was discovered that such an assumption
is incorrect: the brain is just as active at night as during the day. During sleep, neurons
simply coordinate with one another differently, entering a more synchronized, rhythmic
state. Imagine the crowd at the stadium doing an incessant Mexican wave, around and
around.



Wakefulness

low amplitude 1s

Deep sleep
a.k.a. Slow wave sleep:
low frequency,
high amplitude
Consciousness emerges when neurons are coordinating with one another in complex, subtle, mostly

independent rhythms. In slow-wave sleep, neurons are more synchronized with one another, and
consciousness is absent.

As you can imagine, the complexity of the discussion in a stadium is much richer when
thousands of discrete conversations are playing out. In contrast, when the crowd is
entrained in a bellowing wave, it’s a less intellectual time.

So who you are at any given moment depends on the detailed rhythms of your neuronal
firing. During the day, the conscious you emerges from that integrated neural complexity.
At night, when the interaction of your neurons changes just a bit, you disappear. Your
loved ones have to wait until the next morning, when your neurons let the wave die and
work themselves back into their complex rhythm. Only then do you return.



THE MIND-BODY PROBLEM

Conscious awareness is one of the most baffling puzzles of modern
neuroscience. What is the relationship between our mental experience and our
physical brains?

The philosopher René Descartes assumed that an immaterial soul exists
separately from the brain. His speculation, depicted in the figure, was that
sensory input feeds into the pineal gland, which serves as the gateway to the
immaterial spirit. (He most likely chose the pineal gland simply because it sits
on the brain’'s midline, while most other brain features are doubled, one on each
hemisphere.)

The idea of an immaterial soul is easy to imagine; however, it’s difficult to
reconcile with neuroscientific evidence. Descartes never got to wander a
neurology ward. If he had, he would have seen that when brains change,
people’s personalities change. Some kinds of brain damage make people
depressed. Other changes make them manic. Others adjust a person’s
religiosity, sense of humor, or appetite for gambling. Others make a person
indecisive, delusional, or aggressive. Hence the difficulty in the framework that
the mental is separable from the physical.

As we’ll see, modern neuroscience works to tease out the relationship of
detailed neural activity to specific states of consciousness. It’s likely that a full
understanding of consciousness will require new discoveries and theories; our
field is still quite young.




So who you are depends on what your neurons are up to, moment by moment.

Brains are like snowflakes

After I finished graduate school, I had the opportunity to work with one of my scientific
heroes, Francis Crick. By the time I met him, he had turned his efforts to addressing the
problem of consciousness. The chalkboard in his office contained a great deal of writing;
what always struck me was that one word was written in the middle much larger than the
rest. That word was “meaning”. We know a lot about the mechanics of neurons and
networks and brain regions — but we don’t know why all those signals coursing around in
there mean anything to us. How can the matter of our brains cause us to care about
anything?

The meaning problem is not yet solved. But here’s what I think we can say: the
meaning of something to you is all about your webs of associations, based on the whole
history of your life experiences.

Imagine I were to take a piece of cloth, put some colored pigments on it, and display it
to your visual system. Is that likely to trigger memories and fire up your imagination?
Well, probably not, because it’s just a piece of cloth, right?

But now imagine that those pigments on a cloth are arranged into a pattern of a
national flag. Almost certainly that sight will trigger something for you — but the specific
meaning is unique to your history of experiences. You don’t perceive objects as they are.
You perceive them as you are.

Each of us is on our own trajectory — steered by our genes and our experiences — and as
a result every brain has a different internal life. Brains are as unique as snowflakes.

As your trillions of new connections continually form and re-form, the distinctive
pattern means that no one like you has ever existed, or will ever exist again. The
experience of your conscious awareness, right now, is unique to you.

And because the physical stuff is constantly changing, we are too. We’re not fixed. From
cradle to grave, we are works in progress.



Your interpretation of physical objects has everything to do with the historical trajectory of your brain

— and little to do with the objects themselves. These two rectangles contain nothing but arrangements

of color. A dog would appreciate no meaningful difference between them. Whatever reaction you have
to these is all about you, not them.
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How does the biological wetware of the
brain give rise to our experience: the
sight of emerald green, the taste of
cinnamon, the smell of wet soil? What if |
told you that the world around you, with
its rich colors, textures, sounds, and
scents is an illusion, a show put on for
you by your brain? If you could perceive
reality as it really is, you would be
shocked by its colorless, odorless,
tasteless silence. Outside your brain,
there is just energy and matter. Over
millions of years of evolution the human
brain has become adept at turning this
energy and matter into a rich sensory
experience of being in the world. How?
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But how much of this reality is a construction of your brain, taking place only inside

your head?
Consider the rotating snakes, below. Although nothing is actually moving on the page,

the snakes appear to be slithering. How can your brain perceive motion when you know

From the moment you awaken in the morning, you’re surrounded with a rush of light and
that the figure is fixed in place?

sounds and smells. Your senses are flooded. All you have to do is show up every day, and

without thought or effort, you are immersed in the irrefutable reality of the world.

The illusion of reality

Nothing moves on the page, but you perceive motion. Rotating Snakes illusion by Akiyoshi Kitaoka.



Compare the color of the squares marked A and B. Checkerboard illusion by Edward Adelson.

Or consider the checkerboard above.

Although it doesn’t look like it, the square marked A is exactly the same color as the
square marked B. Prove this to yourself by covering up the rest of the picture. How can
the squares look so different, even though they’re physically identical?

Illusions like these give us the first hints that our picture of the external world isn’t
necessarily an accurate representation. Our perception of reality has less to do with
what’s happening out there, and more to do with what’s happening inside our brain.

Your experience of reality

It feels as though you have direct access to the world through your senses. You can reach
out and touch the material of the physical world — like this book or the chair you’re
sitting on. But this sense of touch is not a direct experience. Although it feels like the
touch is happening in your fingers, in fact it’s all happening in the mission control center
of the brain. It’s the same across all your sensory experiences. Seeing isn’t happening in
your eyes; hearing isn’t taking place in your ears; smell isn’t happening in your nose. All
of your sensory experiences are taking place in storms of activity within the
computational material of your brain.

Here’s the key: the brain has no access to the world outside. Sealed within the dark,
silent chamber of your skull, your brain has never directly experienced the external world,



and it never will.

Instead, there’s only one way that information from out there gets into the brain. Your
Sensory organs — your eyes, ears, nose, mouth, and skin — act as interpreters. They detect
a motley crew of information sources (including photons, air compression waves,
molecular concentrations, pressure, texture, temperature) and translate them into the
common currency of the brain: electrochemical signals.

These electrochemical signals dash through dense networks of neurons, the main
signaling cells of the brain. There are a hundred billion neurons in the human brain, and
each neuron sends tens or hundreds of electrical pulses to thousands of other neurons
every second of your life.

- \ ’ h% 5 %
‘A ~ .mﬁm‘u\- L
Neurons communicate with one another via chemical signals called neurotransmitters. Their
membranes carry electrical signals rapidly along their length. Although artistic renditions like this one

show empty space, in fact there is no room between cells in the brain — they are packed tightly against
one another.

Everything you experience — every sight, sound, smell — rather than being a direct
experience, is an electrochemical rendition in a dark theater.

How does the brain turn its immense electrochemical patterns into a useful
understanding of the world? It does so by comparing the signals it receives from the
different sensory inputs, detecting patterns that allow it to make its best guesses about
what’s “out there”. Its operation is so powerful that its work seems effortless. But let’s
take a closer look.



Let’s begin with our most dominant sense: vision. The act of seeing feels so natural that
it’s hard to appreciate the immense machinery that makes it happen. About a third of the
human brain is dedicated to the mission of vision, to turning raw photons of light into our
mother’s face, or our loving pet, or the couch we’re about to nap on. To unmask what’s
happening under the hood, let’s turn to the case of a man who lost his vision, and then
was given the chance to get it back.

| was blind but now | see

Mike May lost his sight at the age of three and a half. A chemical explosion scarred his
corneas, leaving his eyes with no access to photons. As a blind man, he became successful
in business, and also became a championship paralympic skier, navigating the slopes by
sound markers.

Then, after over forty years of blindness, Mike learned about a pioneering stem cell
treatment that could repair the physical damage to his eyes. He decided to undertake the
surgery; after all, the blindness was only the result of his unclear corneas, and the
solution was straightforward.

But something unexpected happened. Television cameras were on hand to document
the moment the bandages came off. Mike describes the experience when the physician
peeled back the gauze: “There’s this whoosh of light and bombarding of images on to my
eye. All of a sudden you turn on this flood of visual information. It’s overwhelming.”



SENSORY TRANSDUCTION

Smell Sight

Biology has discovered many ways to convert information from the world into
electrochemical signals. Just a few of the translation machines that you own: hair cells
in the inner ear, several types of touch receptors in the skin, taste buds in the tongue,

molecular receptors in the olfactory bulb, and photoreceptors at the back of the eye.

Signals from the environment are translated into electrochemical signals carried
by brain cells. It is the first step by which the brain taps into information from
the world outside the body. The eyes convert (or transduce) photons into
electrical signals. The mechanisms of the inner ear convert vibrations in the
density of the air into electrical signals. Receptors on the skin (and also inside
the body) convert pressure, stretch, temperature, and noxious chemicals into
electrical signals. The nose converts drifting odor molecules, and the tongue
converts taste molecules to electrical signals. In a city with visitors from all over
the world, foreign money must be translated into a common currency before
meaningful transactions can take place. And so it is with the brain. It's




fundamentally cosmopolitan, welcoming travelers from many different origins.

One of neuroscience’s unsolved puzzles is known as the “binding problem”:
how is the brain able to produce a single, unified picture of the world, given that
vision is processed in one region, hearing in another, touch in another, and so
on? While the problem is still unsolved, the common currency among neurons —
as well as their massive interconnectivity — promises to be at the heart of the
solution.

Mike’s new corneas were receiving and focussing light just as they were supposed to.
But his brain could not make sense of the information it was receiving. With the news
cameras rolling, Mike looked at his children and smiled at them. But inside he was
petrified, because he couldn’t tell what they looked like, or which was which. “I had no
face recognition whatsoever,” he recalls.

In surgical terms, the transplant had been a total success. But from Mike’s point of
view, what he was experiencing couldn’t be called vision. As he summarized it: “my brain
was going ‘oh my gosh’”.

With the help of his doctors and family, he walked out of the exam room and down the
hallway, casting his gaze toward the carpet, the pictures on the wall, the doorways. None
of it made sense to him. When he was placed in the car to go home, Mike set his eyes on
the cars, buildings, and people whizzing by, trying unsuccessfully to understand what he
was seeing. On the freeway, he recoiled when it looked like they were going to smash into
a large rectangle in front of them. It turned out to be a highway sign, which they passed
under. He had no sense of what objects were, nor of their depth. In fact, post-surgery,
Mike found skiing more difficult than he had as a blind man. Because of his depth
perception difficulties, he had a hard time telling the difference between people, trees,
shadows, and holes. They all appeared to him simply like dark things against the white
SNOwW.

The lesson that surfaces from Mike’s experience is that the visual system is not like a
camera. It’s not as though seeing is simply about removing the lens cap. For vision, you
need more than functioning eyes.

In Mike’s case, forty years of blindness meant that the territory of his visual system
(what we would normally call the visual cortex) had been largely taken over by his
remaining senses, such as hearing and touch. That impacted his brain’s ability to weave
together all the signals it needed to have sight. As we will see, vision emerges from the
coordination of billions of neurons working together in a particular, complex symphony.

Today, fifteen years after his surgery, Mike still has a difficult time reading words on
paper and the expressions on people’s faces. When he needs to make better sense of his
imperfect visual perception, he uses his other senses to crosscheck the information: he
touches, he lifts, he listens. This comparison across the senses is something we all did at a
much younger age, when our brains were first making sense of the world.



Seeing requires more than the eyes

When babies reach out to touch what’s in front of them, it’s not only to learn about
texture and shape. These actions are also necessary for learning how to see. While it
sounds strange to imagine that the movement of our bodies is required for vision, this
concept was elegantly demonstrated with two kittens in 1963.

Richard Held and Alan Hein, two researchers at MIT, placed two kittens into a cylinder
ringed in vertical stripes. Both kittens got visual input from moving around inside the
cylinder. But there was a critical difference in their experiences: the first kitten was
walking of its own accord, while the second kitten was riding in a gondola attached to a
central axis. Because of this setup, both kittens saw exactly the same thing: the stripes
moved at the same time and at the same speed for both. If vision were just about the
photons hitting the eyes, their visual systems should develop identically. But here was the
surprising result: only the kitten that was using its body to do the moving developed
normal vision. The kitten riding in the gondola never learned to see properly; its visual
system never reached normal development.

Inside a cylinder with vertical stripes, one kitten walked while the other was carried. Both received



exactly the same visual input, but only the one who walked itself — the one able to match its own
movements to changes in visual input — learned to see properly.

Vision isn’t about photons that can be readily interpreted by the visual cortex. Instead
it’s a whole body experience. The signals coming into the brain can only be made sense of
by training, which requires cross-referencing the signals with information from our
actions and sensory consequences. It’s the only way our brains can come to interpret
what the visual data actually means.

If from birth you were unable to interact with the world in any way, unable to work out
through feedback what the sensory information meant, in theory you would never be able
to see. When babies hit the bars of their cribs and chew their toes and play with their
blocks, they’re not simply exploring — they’re training up their visual systems. Entombed
in darkness, their brains are learning how the actions sent out into the world (turn the
head, push this, let go of that) change the sensory input that returns. As a result of
extensive experimentation, vision becomes trained up.

Vision feels effortless but it’s not

Seeing feels so effortless that it’s hard to appreciate the effort the brain exerts to
construct it. To lift the lid a little on the process, I flew to Irvine, California, to see what
happens when my visual system doesn’t receive the signals it expects.

Dr. Alyssa Brewer at the University of California is interested in understanding how
adaptable the brain is. To that end, she outfits participants with prism goggles that flip the
left and right sides of the world — and she studies how the visual system copes with it.

On a beautiful spring day, I strapped on the prism goggles. The world flipped — objects
on the right now appeared on my left, and vice versa. When trying to figure out where
Alyssa was standing, my visual system told me one thing, while my hearing told me
another. My senses weren’t matching up. When I reached out to grab an object, the sight
of my own hand didn’t match the position claimed by my muscles. Two minutes into
wearing the goggles, I was sweating and nauseated.



Prism goggles flip the visual world, making it inordinately difficult to perform simple tasks, such as
pouring a drink, grabbing an object, or getting through a doorway without bumping into the frame.

Although my eyes were functioning and taking in the world, the visual data stream
wasn’t consistent with my other data streams. This spelled hard work for my brain. It was
like I was learning to see again for the first time.

I knew that wearing the goggles wouldn’t stay that difficult forever. Another
participant, Brian Barton, was also wearing prism goggles — and he had been wearing
them for a full week. Brian didn’t seem to be on the brink of vomiting, as I was. To
compare our levels of adaptation, I challenged him to a baking competition. The contest



would require us to break eggs into a bowl, stir in cupcake mix, pour the batter into
cupcake trays, and put the trays in the oven.

It was no contest: Brian’s cupcakes came out of the oven looking normal, while most of
my batter ended up dried onto the counter or baked in smears across the baking tray.
Brian could navigate his world without much trouble, while I had been rendered inept. I
had to struggle consciously through every move.

Wearing the goggles allowed me to experience the normally hidden effort behind visual
processing. Earlier that morning, just before putting on the goggles, my brain could
exploit its years of experience with the world. But after a simple reversal of one sensory
input, it couldn’t any longer.

To progress to Brian’s level of proficiency, I knew I would need to continue interacting
with the world for many days: reaching out to grab objects, following the direction of
sounds, attending to the positions of my limbs. With enough practice, my brain would get
trained up by a continual cross-referencing between the senses, just the way that Brian’s
brain had been doing for seven days. With training, my neural networks would figure out
how various data streams entering into the brain matched up with other data streams.

Brewer reports that after a few days of wearing the goggles, people develop an internal
sense of a new left and an old left, and a new right and an old right. After a week, they can
move around normally, the way Brian could, and they lose the concept of which right and
left were the old ones and new ones. Their spatial map of the world alters. By two weeks
into the task, they can write and read well, and they walk and reach with the proficiency
of someone without goggles. In that short time span, they master the flipped input.

The brain doesn’t really care about the details of the input; it simply cares about
figuring out how to most efficiently move around in the world and get what it needs. All
the hard work of dealing with the low-level signals is taken care of for you. If you ever get
a chance to wear prism goggles, you should. It exposes how much effort the brain goes
through to make vision seem effortless.

Synchronizing the senses

So we’ve seen that our perception requires the brain to compare different streams of
sensory data against one another. But there’s something which makes this sort of
comparison a real challenge, and that is the issue of timing. All of the streams of sensory
data — vision, hearing, touch, and so on — are processed by the brain at different speeds.

Consider sprinters at a racetrack. It appears that they get off the blocks at the instant
the gun fires. But it’s not actually instantaneous: if you watch them in slow motion, you’ll
see the sizeable gap between the bang and the start of their movement — almost two
tenths of a second. (In fact, if they move off the blocks before that duration, they're
disqualified — they’ve “jumped the gun”.) Athletes train to make this gap as small as
possible, but their biology imposes fundamental limits: the brain has to register the
sound, send signals to the motor cortex, and then down the spinal cord to the muscles of
the body. In a sport where thousandths of a second can be the difference between



winning and losing, that response seems surprisingly slow.

Could the delay be shortened if we used, say, a flash instead of a pistol to start the
racers? After all, light travels faster than sound — so wouldn’t that allow them to break off
the blocks faster?

I gathered up some fellow sprinters to put this to the test. In the top photograph, we are
triggered by a flash of light; in the bottom photo we’re triggered by the gun.

T

Sprinters can break off the blocks more quickly to a bang (bottom panel) than to a flash (top panel).

We responded more slowly to the light. At first this may seem counterintuitive, given
the speed of light in the outside world. But to understand what’s happening we need to
look at the speed of information processing on the inside. Visual data goes through more
complex processing than auditory data. It takes longer for signals carrying flash
information to work their way through the visual system than for bang signals to work
through the auditory system. We were able to respond to the light at 190 milliseconds,
but to a bang at only 160 milliseconds. That’s why a pistol is used to start sprinters.

But here’s where it gets strange. We’ve just seen that the brain processes sounds more
quickly than sights. And yet take a careful look at what happens when you clap your
hands in front of you. Try it. Everything seems synchronized. How can that be, given that




sound is processed more quickly? What it means is that your perception of reality is the
end result of fancy editing tricks: the brain hides the difference in arrival times. How?
What it serves up as reality is actually a delayed version. Your brain collects up all the
information from the senses before it decides upon a story of what happens.

These timing difficulties aren’t restricted to hearing and seeing: each type of sensory
information takes a different amount of time to process. To complicate things even more,
even within a sense there are time differences. For example, it takes longer for signals to
reach your brain from your big toe than it does from your nose. But none of this is
obvious to your perception: you collect up all the signals first, so that everything seems
synchronized. The strange consequence of all this is that you live in the past. By the time
you think the moment occurs, it’s already long gone. To synchronize the incoming
information from the senses, the cost is that our conscious awareness lags behind the
physical world. That’s the unbridgeable gap between an event occurring and your
conscious experience of it.

When the senses are cut off, does the show stop?

Our experience of reality is the brain’s ultimate construction. Although it’s based on all
the streams of data from our senses, it’s not dependent on them. How do we know?
Because when you take it all away, your reality doesn’t stop. It just gets stranger.

On a sunny San Francisco day, I took a boat across the chilly waters to Alcatraz, the
famous island prison. I was going to see a particular cell called the Hole. If you broke the
rules in the outside world, you were sent to Alcatraz. If you broke the rules in Alcatraz,
you were sent to the Hole.

I entered the Hole and closed the door behind me. It’s about ten by ten feet. It was
pitch black: not a photon of light leaks in from anywhere. Sounds are cut off completely.
In here, you are left utterly alone with yourself.



THE BRAIN IS LIKE A CITY

Just like a city, the brain’s overall operation emerges from the networked
interaction of its innumerable parts. There is often a temptation to assign a
function to each region of the brain, in the form of “this part does that”. But
despite a long history of attempts, brain function cannot be understood as the
sum of activity in a collection of well-defined modules.

Instead, think of the brain as a city. If you were to look out over a city and
ask “where is the economy located?” you'd see there’s no good answer to the
question. Instead, the economy emerges from the interaction of all the elements
— from the stores and the banks to the merchants and the customers.

And so it is with the brain’s operation: it doesn't happen in one spot. Just as
in a city, no neighborhood of the brain operates in isolation. In brains and in
cities, everything emerges from the interaction between residents, at all scales,
locally and distantly. Just as trains bring materials and textiles into a city, which
become processed into the economy, so the raw electrochemical signals from
sensory organs are transported along super-highways of neurons. There the
signals undergo processing and transformation into our conscious reality.

What would it be like to be locked in here for hours, or for days? To find out, I spoke to
a surviving inmate who had been here. Armed robber Robert Luke — known as Cold Blue
Luke — was sent to the Hole for twenty-nine days for smashing up his cell. Luke described
his experience: “The dark Hole was a bad place. Some guys couldn’t take that. I mean,
they were in there and in a couple of days they were banging their head on the wall. You



didn’t know how you would act when you got in there. You didn’t want to find out.”

Completely isolated from the outside world, with no sound and no light, Luke’s eyes
and ears were completely starved of input. But his mind didn’t abandon the notion of an
outside world. It just continued to make one up. Luke describes the experience: “I
remember going on these trips. One I used to remember was flying a kite. It got pretty
real. But they were all in my head.” Luke’s brain continued to see.

Such experiences are common among prisoners in solitary confinement. Another
resident of the Hole described seeing a spot of light in his mind’s eye; he would expand
that spot into a television screen and watch TV. Deprived of new sensory information,
prisoners said they went beyond daydreaming: instead, they spoke of experiences that
seemed completely real. They didn’t just imagine pictures, they saw.

This testimony illuminates the relationship between the outside world and what we
take to be reality. How can we understand what was going on with Luke? In the
traditional model of vision, perception results from a procession of data that begins from
the eyes and ends with some mysterious end point in the brain. But despite the simplicity
of that assembly-line model of vision, it’s incorrect.

In fact, the brain generates its own reality, even before it receives information coming
in from the eyes and the other senses. This is known as the internal model.

The basis of the internal model can be seen in the brain’s anatomy. The thalamus sits
between the eyes at the front of the head and the visual cortex at the back of the head.
Most sensory information connects through here on its way to the appropriate region of
the cortex. Visual information goes to the visual cortex, so there are a huge number of
connections going from the thalamus into the visual cortex. But here’s the surprise: there
are ten times as many going in the opposite direction.



lateral geniculate nucleus
(visual region of the thalamas)

Visual information travels from the eyes to the lateral geniculate nucleus to the primary visual cortex
(gold). Strangely, ten times as many connections feed information back in the other direction (purple).

Detailed expectations about the world — in other words, what the brain “guesses” will
be out there — are being transmitted by the visual cortex to the thalamus. The thalamus
then compares what’s coming in from the eyes. If that matches the expectations (“when I
turn my head I should see a chair there”), then very little activity goes back to the visual
system. The thalamus simply reports on differences between what the eyes are reporting,
and what the brain’s internal model has predicted. In other words, what gets sent back to
the visual cortex is what fell short in the expectation (also known as the “error”): the part
that wasn’t predicted away.

So at any moment, what we experience as seeing relies less on the light streaming into
our eyes, and more on what’s already inside our heads.

And that’s why Cold Blue Luke sat in a pitch-black cell having rich visual experiences.
Locked in the Hole, his senses were providing his brain with no new input, so his internal
model was able to run free, and he experienced vivid sights and sounds. Even when brains
are unanchored from external data, they continue to generate their own imagery. Remove
the world and the show still goes on.

You don’t have to be locked up in the Hole to experience the internal model. Many
people find great pleasure in sensory deprivation chambers — dark pods in which they




float in salty water. By removing the anchor of the external world, they let the internal
world fly free.

And of course you don’t have to go far to find your own sensory deprivation chamber.
Every night when you go to sleep you have full, rich, visual experiences. Your eyes are
closed, but you enjoy the lavish and colorful world of your dreams, believing the reality of
every bit of it.

Seeing our expectations

When you walk down a city street, you seem to automatically know what things are
without having to work out the details. Your brain makes assumptions about what you're
seeing based on your internal model, built up from years of experience of walking other
city streets. Every experience you’'ve had contributes to the internal model in your brain.

Instead of using your senses to constantly rebuild your reality from scratch every
moment, you're comparing sensory information with a model that the brain has already
constructed: updating it, refining it, correcting it. Your brain is so expert at this task that
you’re normally unaware of it. But sometimes, under certain conditions, you can see the
process at work.

Try taking a plastic mask of a face, the type you wear on Halloween. Now rotate around
so you're looking at the hollow backside. You know it’s hollow. But despite this
knowledge, you often can’t help but see the face as though it’s coming out at you. What
you experience is not the raw data hitting your eyes, but instead your internal model — a
model which has been trained on a lifetime of faces that stick out. The hollow mask
illusion reveals the strength of your expectations in what you see. (Here’s an easy way to
demonstrate the hollow mask illusion to yourself: stick your face into fresh snow and
take a photo of the impression. The resulting picture looks to your brain like a 3D snow
sculpture that’s sticking out.)



When you’re confronted with the hollow side of a mask (right), it still looks like it’s coming towards
you. What we see is strongly influenced by our expectations.

It’s also your internal model that allows the world out there to remain stable — even
when you’re moving. Imagine you were to see a cityscape that you really wanted to
remember. So you take out your cell phone to capture a video. But instead of smoothly
panning your camera across the scene, you decide to move it around exactly as your eyes
move around. Although you’re not generally aware of it, your eyes jump around about
four times a second, in jerky movements called saccades. If you were to film this way, it
wouldn’t take you long to discover that this is no way to take a video: when you play it
back, you’d find that your rapidly lurching video is nauseating to watch.

So why does the world appear stable to you when you’re looking at it? Why doesn’t it
appear as jerky and nauseating as the poorly filmed video? Here’s why: your internal
model operates under the assumption that the world outside is stable. Your eyes are not
like video cameras — they simply venture out to find more details to feed into the internal
model. They’re not like camera lenses that you're seeing through; they’re gathering bits of
data to feed the world inside your skull.

Our internal model is low resolution but upgradeable

Our internal model of the outside world allows us to get a quick sense of our
environment. And that is its primary function — to navigate the world. What’s not always



obvious is how much of the finer detail the brain leaves out. We have the illusion that
we’re taking in the world around us in great detail. But as an experiment from the 1960s
shows, we aren’t.

Russian psychologist Paul Yarbus devised a way to track people’s eyes as they took in a
scene for the first time. Using the painting The Unexpected Visitor by Ilya Repin, he asked
subjects to take in its details over three minutes, and then to describe what they had seen
after the painting was hidden away.

In a re-run of his experiment, I gave participants time to take in the painting, time for
their brains to build an internal model of the scene. But how detailed was that model?
When I asked the participants questions, everyone who had seen the painting thought
they knew what was in it. But when I asked about specifics, it became clear that their
brains hadn’t filled in most of the details. How many paintings were on the walls? What
was the furniture in the room? How many children? Carpet or wood on the floor? What
was the expression on the face of the unexpected visitor? The lack of answers revealed
that people had taken in only a very cursory sense of the scene. They were surprised to
discover that even with a low-resolution internal model, they still had the impression that
everything had been seen. Later, after the questions, I gave them a chance to look again at
the painting to seek out some of the answers. Their eyes sought out the information and
incorporated it for a new, updated internal model.

./_"

We tracked eye movements as volunteers looked at The Unexpected Visitor, a painting by llya Repin.
The white streaks show where their eyes went. Despite the coverage with eye movements, they
retained almost none of the detail.

This isn’t a failure of the brain. It doesn’t try to produce a perfect simulation of the



world. Instead, the internal model is a hastily drawn approximation — as long as the brain
knows where to go to look for the finer points, more details are added on a need-to-know
basis.

So why doesn’t the brain give us the full picture? Because brains are expensive, energy-
wise. Twenty percent of the calories we consume are used to power the brain. So brains
try to operate in the most energy-efficient way possible, and that means processing only
the minimum amount of information from our senses that we need to navigate the world.

Neuroscientists weren’t the first to discover that fixing your gaze on something is no
guarantee of seeing it. Magicians figured this out long ago. By directing your attention,
magicians perform sleight of hand in full view. Their actions should give away the game,
but they can rest assured that your brain processes only small bits of the visual scene.

This all helps to explain the prevalence of traffic accidents in which drivers hit
pedestrians in plain view, or collide with cars directly in front of them. In many of these
cases, the eyes are pointed in the right direction, but the brain isn’t seeing what’s really
out there.

Trapped on a thin slice of reality

We think of color as a fundamental quality of the world around us. But in the outside
world, color doesn’t actually exist.

When electromagnetic radiation hits an object, some of it bounces off and is captured
by our eyes. We can distinguish between millions of combinations of wavelengths — but it
is only inside our heads that any of this becomes color. Color is an interpretation of
wavelengths, one that only exists internally.

And it gets stranger, because the wavelengths we’re talking about involve only what we
call “visible light”, a spectrum of wavelengths that runs from red to violet. But visible light
constitutes only a tiny fraction of the electromagnetic spectrum — less than one ten-
trillionth of it. All the rest of the spectrum — including radio waves, microwaves, X-rays,
gamma rays, cell phone conversations, wi-fi, and so on — all of this is flowing through us
right now, and we’re completely unaware of it. This is because we don’t have any
specialized biological receptors to pick up on these signals from other parts of the
spectrum. The slice of reality that we can see is limited by our biology.
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Humans detect a tiny fraction of the information carried on the electromagnetic spectrum. The
rainbow-colored slice marked “visible light” is made of the same stuff as the rest of the spectrum, but
it’s the only part for which we come equipped with biological receptors.

Each creature picks up on its own slice of reality. In the blind and deaf world of the tick,
the signals it detects from its environment are temperature and body odor. For bats, it’s
the echolocation of air compression waves. For the black ghost knifefish, its experience of
the world is defined by perturbations in electrical fields. These are the slices of their
ecosystem that they can detect. No one is having an experience of the objective reality
that really exists; each creature perceives only what it has evolved to perceive. But
presumably, every creature assumes its slice of reality to be the entire objective world.
Why would we ever stop to imagine there’s something beyond what we can perceive?

So what does the world outside your head really “look” like? Not only is there no color,
there’s also no sound: the compression and expansion of air is picked up by the ears, and
turned into electrical signals. The brain then presents these signals to us as mellifluous
tones and swishes and clatters and jangles. Reality is also odorless: there’s no such thing
as smell outside our brains. Molecules floating through the air bind to receptors in our
nose and are interpreted as different smells by our brain. The real world is not full of rich
sensory events; instead, our brains light up the world with their own sensuality.

Your reality, my reality

How do I know if my reality is the same as yours? For most of us it’s impossible to tell,
but there’s a small fraction of the population whose perception of reality is measurably
different to ours.

Consider Hannah Bosley. When she looks at letters of the alphabet, she has an internal
experience of color. For her, it’s self-evidently true that J is purple, or that T is red. Letters



automatically and involuntarily trigger color experiences, and her associations never
change. Her first name looks to her like a sunset, starting with yellow, fading into red,
then to a color like clouds, and then back into red and to yellow. The name “Iain”, in
contrast, looks like vomit to her, although she’s perfectly nice to people with that name.

Hannah is not being poetic or metaphorical — she has a perceptual experience known as
synesthesia. Synesthesia is a condition in which senses (or in some cases concepts) are
blended. There are many different kinds of synesthesia. Some taste words. Some see
sounds as colors. Some hear visual motion. About 3% of the population has some form of
synesthesia.

Hannah is just one of over 6,000 synesthetes I have studied in my lab; in fact, Hannah
worked in my lab for two years. I study synesthesia because it’s one of the few conditions
in which it’s clear that someone else’s experience of reality is measurably different from
mine. And it makes it obvious that how we perceive the world is not one-size-fits-all.

Synesthesia is the result of cross-talk between sensory areas of the brain, like
neighboring districts with porous borders. Synesthesia shows us that even microscopic
changes in brain wiring can lead to different realities.

Every time I meet someone who has this kind of experience, it’s a reminder that from
person to person — and from brain to brain — our internal experience of reality can be
somewhat different.

Believing what our brains tell us

We all know what it is to have dreams at night, to have bizarre, unbidden thoughts that
take us on journeys. Sometimes these are disturbing journeys we have to suffer through.
The good news is that when we wake up, we are able to compartmentalize: that was a
dream, and this is my waking life.

Imagine what it would be like if these states of your reality were more intertwined, and
it were more difficult — or impossible — to distinguish one from the other. For about 1% of
the population, that distinction can be difficult, and their realities can be overwhelming
and terrifying.

Elyn Saks is a professor of law at the University of Southern California. She’s smart and
kind, and she’s been sporadically experiencing schizophrenic episodes since she was
sixteen years old. Schizophrenia is a disorder of her brain function, causing her to hear
voices, or see things others don’t see, or believe that other people are reading her
thoughts. Fortunately, thanks to medication and weekly therapy sessions, Elyn has been
able to lecture and teach at the law school for over twenty-five years.

I spoke with her at USC, and she gave me examples of schizophrenic episodes she’s had
in the past. “I felt like the houses were communicating with me: You are special. You are
especially bad. Repent. Stop. Go. I didn’t hear these as words, but I heard them as
thoughts put into my head. But I knew they were the houses’ thoughts, and not my
thoughts.” In one incident, she believed that explosions were being set off in her brain,



and she was afraid that this was going to hurt other people, not just her. At a different
time in her life she held a belief that her brain was going to leak out of her ears and
drown people.

Now, having escaped those delusions, she laughs and shrugs, wondering what it was all
about.

It was about chemical imbalances in her brain that subtly changed the pattern of
signals. A slightly different pattern, and one can suddenly be trapped inside a reality in
which strange and impossible things unfold. When Elyn was inside a schizophrenic
episode, it never struck her that something was strange. Why? Because she believed the
narrative told by the sum of her brain chemistry.

I once read an old medical text in which schizophrenia was described as an intrusion of
the dream state into the waking state. Although I don’t often see it described that way
anymore, it’s an insightful way to understand what the experience would be like from the
inside. The next time you see someone on a street corner talking to himself and acting out
a narrative, remind yourself what it would be like if you couldn’t distinguish your waking
and sleeping states.

Elyn’s experience is an inroad to understanding our own realities. When we’re in the
middle of a dream, it seems real. When we’ve misinterpreted a quick glance of something
we’ve seen, it’s hard to shake the feeling that we know the reality of what we saw. When
we’re recalling a memory that is, in fact, false, it’s difficult to accept claims that it didn’t
really happen. Although it’s impossible to quantify, accumulations of such false realities
color our beliefs and actions in ways of which we can never be cognizant.

Whether she was in the thick of a delusion, or else aligned with the reality of the
broader population, Elyn believed that what she was experiencing was really happening.
For her, as with all of us, reality is a narrative played out inside the sealed auditorium of
the cranium.

Timewarp

There’s another facet of reality that we rarely stop to consider: our brain’s experience of
time can often be quite strange. In certain situations, our reality can seem to run more
slowly or more quickly.

When I was eight years old I fell off the roof of a house, and the fall seemed to take a
very long time. When I got to high school I learned physics and I calculated how long the
fall actually took. It turns out it took eight tenths of a second. So that set me off on a
quest to understand something: why did it seem to take so long and what did this tell me
about our perception of reality?

Up above the mountains, professional wingsuit flyer Jeb Corliss has experienced time
distortion. It all began with a particular jump he’d done before. But on this day, he
decided to aim for a target: a set of balloons to smash past with his body. Jeb recalls: “As I
was coming in to hit one of those balloons, tied to a ledge of granite, I misjudged.” He



bounced off flat granite at what he estimates to be 120 miles per hour.

A small miscalculation while wingsuiting put Jeb in fear of his life. His internal experience of the event
was different from what the cameras saw.

Because Jeb wingsuits professionally, the events this day were captured by a collection
of cameras on the cliffs and on his body. In the video, one can hear the thump as Jeb hits
the granite. He streaks past the cameras and keeps going, over the edge of the cliffside
he’s just scraped against.

And here’s where Jeb’s sense of time warped. As he describes it: “My brain split into
two separate thought processes. One of the thought processes was just technical data.
You'’ve got two options: you cannot pull, so you go ahead and impact and basically die. Or,
you can pull, get a parachute over your head and then bleed to death while you’re waiting
for rescue.”

To Jeb these two separate thought processes felt like minutes of time: “It feels like
you’re operating so fast that your perception of everything else seems to slow down, and
everything gets stretched. Time slows down and you get that feeling of slow motion.”

He pulled his ripcord and careened to the ground having broken a leg, both ankles, and
three toes. Six seconds elapsed between the instant Jeb hit the rock, and the moment he
yanked the cord. But, just like my fall from the roof, that stretch seemed to him to have
taken a longer time.

The subjective experience of time slowing has been reported in a variety of life-
threatening experiences — for example, car accidents or muggings — as well as in events
that involve seeing a loved one in danger, such as a child falling into a lake. All these
reports are characterized by a sense that the events unfolded more slowly than normal,
with rich details available.

When 1 fell off the roof, or when Jeb bounced off the cliff’s lip, what happened inside
our brains? Does time really slow down in frightening situations?



A few years ago, my students and I designed an experiment to address this open
question. We induced extreme fear in people by dropping them from 150 feet in the air. In
free fall. Backward.

In this experiment, participants fell with a digital display strapped to their wrists — a
device we invented called the perceptual chronometer. They reported the numbers they
were able to read on the device strapped to their wrists. If they really could see time in
slow motion they would be able to read the numbers. But no one could.
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When the perceptual chronometer alternates numbers slowly, they can be read out. At a slightly
higher alternation rate, they become impossible to read.



MEASURING THE SPEED OF SIGHT: THE
PERCEPTUAL CHRONOMETER

To test time perception in frightening situations, we dropped volunteers from
150 feet. | dropped myself three times; each time was equally terrifying. On the
display, numbers are generated with LED lights. Every moment, the lights that
are on go off, and those that are off turn on. At slow rates of alternation,
participants have no trouble reporting the numbers. But at a slightly faster rate,
the positive and negative images fuse together, making the numbers impossible
to see. To determine whether participants could actually see in slower motion,
we dropped people with the alternation rate just slightly higher than people
could normally see. If they were actually seeing in slow motion — like Neo in The
Matrix — they would have no trouble discriminating the numbers. If not, the rate
at which they can perceive the numbers should be no different than when they
were on the ground. The result? We dropped twenty-three volunteers, including
myself. No one’s in-flight performance was better than their ground-based
performance. Despite initial hopes, we were not like Neo.

So why do Jeb and I both recall our accidents as happening in slow motion? The answer
appears to lie in the way our memories are stored.
In threatening situations, an area of the brain called the amygdala kicks into high gear,

commandeering the resources of the rest of the brain and forcing everything to attend to
the situation at hand. When the amygdala is in play, memories are laid down with far



more detail and richness than under normal circumstances; a secondary memory system
has been activated. After all, that’s what memory is for: keeping track of important events,
so that if you're ever in a similar situation, your brain has more information to try to
survive. In other words, when things are life-threateningly scary, it’s a good time to take
notes.

The interesting side effect is this: your brain is not accustomed to that kind of density
of memory (the hood was crumpling, the rear-view mirror was falling off, the other driver
looked like my neighbor Bob) — so when the events are replayed in your memory, your
interpretation is that the event must have taken a longer time. In other words, it appears
we don’t actually experience terrifying accidents in slow motion; instead, the impression
results from the way memories are read out. When we ask ourselves “What just
happened?” the detail of memory tells us that it must have been in slow motion, even
though it wasn’t. Our time distortion is something that happens in retrospect, a trick of
the memory that writes the story of our reality.

Now, if you’ve been in a life-threatening accident, you might insist that you were
conscious of the slow-motion unfolding as it happened. But note: that’s another trick
about our conscious reality. As we saw above with the synchronizing of the senses, we’re
never actually present in the moment. Some philosophers suggest that conscious
awareness is nothing but lots of fast memory querying: our brains are always asking
“What just happened? What just happened?”. Thus, conscious experience is really just
immediate memory.

As a side note, even after we published our research on this, some people still tell me
that they know the event actually unfolded like a slow-motion movie. So I typically ask
them whether the person next to them in the car was screaming like people do in slow-
motion movies, with a low-pitched “noooooooo!” They have to allow that didn’t happen.
And that’s part of why we think that perceptual time doesn’t actually stretch out, a
person’s internal reality notwithstanding.

The storyteller

Your brain serves up a narrative — and each of us believes whatever narrative it tells.
Whether you're falling for a visual illusion, or believing the dream you happen to be
trapped in, or experiencing letters in color, or accepting a delusion as true during an
episode of schizophrenia, we each accept our realities however our brains script them.

Despite the feeling that we’re directly experiencing the world out there, our reality is
ultimately built in the dark, in a foreign language of electrochemical signals. The activity
churning across vast neural networks gets turned into your story of this, your private
experience of the world: the feeling of this book in your hands, the light in the room, the
smell of roses, the sound of others speaking.

Even more strangely, it’s likely that every brain tells a slightly different narrative. For
every situation with multiple witnesses, different brains are having different private
subjective experiences. With seven billion human brains wandering the planet (and



trillions of animal brains), there’s no single version of reality. Each brain carries its own
truth.

So what is reality? It’s like a television show that only you can see, and you can’t turn it
off. The good news is that it happens to be broadcasting the most interesting show you
could ask for: edited, personalized, and presented just for you.



WHO’S IN
CONTROL?




The cosmos turned out to be larger than
we had ever imagined from gazing at the
night sky. Similarly, the universe inside
our heads extends far beyond the reach
of our conscious experience. Today we
are gaining the first glimpses of the
enormity of this inner space. It seems to
require very little effort for you to
recognize a friend’s face, drive a car, get
a Joke, or decide what to grab from the
refrigerator — but in fact these things are
possible only because of vast
computations happening below your
conscious awareness. At this moment,
just like every moment of your life,
networks in your brain are buzzing with
activity: billions of electrical signals are
racing along cells, triggering chemical
pulses at trillions of connections between
neurons. Simple acts are underpinned by
a massive labor force of neurons. You
remain blissfully unaware of all their
activity, but your life is shaped and
colored by what's happening under the
hood: how you act, what matters to you,



your reactions, your loves and desires,
what you believe to be true and false.
Your experience is the final output of
these hidden networks. So who exactly is
Steering the ship?



Consciousness

It’s morning. The streets of your neighborhood are quiet as the sun peeks above the
horizon. In bedrooms all over your city, one by one, an astonishing event is taking place:
human consciousness is flickering to life. The most complex object on our planet is
becoming aware that it exists.

Just a while ago you, too, were in deep sleep. The biological material of your brain was
the same then as it is now, but the activity patterns have slightly changed — so at this
moment you're enjoying experiences. You're reading squiggles on a page and extracting
meaning from them. You might be feeling sun on your skin and a breeze in your hair. You
can think about the position of your tongue in your mouth or the feeling of your left shoe
on your foot. Being awake, you’re now aware of an identity, a life, needs, desires, plans.
Now that the day has begun, you're ready to reflect on your relationships and goals, and
guide your actions accordingly.

But how much control does your conscious awareness have over your daily operations?

Consider how you’re reading these sentences. When you pass your eyes over this page,
you’re mostly unaware of the rapid, ballistic jumps made by your eyes. Your eyes aren’t
moving smoothly across the page; instead, they dart from one fixed point to another.
When your eyes are in the middle of a jump they’re moving too fast to read. They only
take in the text when you stop and fixate on one position, usually for twenty milliseconds
or so at a time. We are not aware of these hops and jumps and stops and starts, because
your brain goes to a lot of trouble to stabilize your perception of the outside world.

Reading gets even stranger when you consider this: as you read these words, their
meaning flows from this sequence of symbols directly into your brain. To get a sense of
the complexity of what’s involved, try to read this same information in another language:

AN TASAFCIT THIT AIHA( BT 93 FIN PFC A17AT TIL

3Ta a3Hayae , NaTokKi 3 cimBajay HenacpsgHa y Ball MO3r
Mol Fo of Ay A= 2l &S 2|0
If you happen not to read Bengali, Belarussian, or Korean, then these letters appear to
you simply as strange doodles. But once you’ve mastered reading a script (like this one),
the act gives the illusion of being effortless: we are no longer aware that we are
performing the arduous chore of deciphering squiggles. Your brain takes care of the work
behind the scenes.

So who is in control? Are you the captain of your own boat, or do your decisions and
actions have more to do with massive neural machinery operating out of sight? Does the
quality of your everyday life have to do with your good decision making, or instead with
dense jungles of neurons and the steady hum of innumerable chemical transmissions?

In this chapter, we’ll discover that the conscious you is only the smallest part of the
activity of your brain. Your actions, your beliefs and your biases are all driven by networks
in your brain to which you have no conscious access.



The unconscious brain in action

Imagine we’re sitting together in a coffee shop. As we’re chatting, you notice me lift my
cup of coffee to take a sip. The act is so unremarkable that it normally bears no mention
unless I spill some on my shirt. But let’s give credit where it’s due: getting the cup to my
mouth is no easy feat. The field of robotics still struggles to make this sort of task run
without a hitch. Why? Because this simple act is underpinned by trillions of electrical
impulses meticulously coordinated by my brain.

My visual system first scans the scene to pinpoint the cup in front of me, and my years
of experience trigger memories of coffee in other situations. My frontal cortex deploys
signals on a journey to my motor cortex, which precisely coordinates muscle contractions
— throughout my torso, arm, forearm, and hand — so I can grasp the cup. As I touch the
cup, my nerves carry back reams of information about the cup’s weight, its position in
space, its temperature, the slipperiness of the handle, and so on. As that information
streams up the spinal cord and into the brain, compensating information streams back
down, passing like fast-flowing traffic on a two-way road. This information emerges from
a complex choreography between parts of my brain with names like basal ganglia,
cerebellum, somatosensory cortex, and many more. In fractions of a second, adjustments
are made to the force with which I'm lifting and the strength of my grip. Through
intensive calculations and feedback, I adjust my muscles to keep the cup level as I
smoothly move it on its long arc upward. I make micro-adjustments all along the way,
and as it approaches my lips I tilt the cup just enough to extract some liquid without
scalding myself.



THE BRAIN FOREST
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for which we had no equivalent, and no language to capture it.

scientists will be working to untangle for many decades to come.

Beginning in 1887, the Spanish scientist Santiago Ramén y Cajal used his
photography background to apply chemical stains to slices of brain tissue. This
technique allowed individual cells in the brain, with all their branching beauty, to
be seen. It began to become clear that the brain was a system of complexity

With the advent of mass-produced microscopes and new methods of staining
cells, scientists began to describe — at least in general terms — the neurons that
comprise our brains. These wondrous structures come in an intriguing variety of
shapes and sizes, and are wired up in an impenetrably dense forest that

It would take dozens of the world’s fastest supercomputers to match the computational
power required to pull off this feat. Yet I have no perception of this lightning storm in my
brain. Although my neural networks are screaming with activity, my conscious awareness
experiences something quite different. Something more like total obliviousness. The
conscious me is engrossed in our conversation. So much so that I may even be shaping
the airflow through my mouth while I'm lifting the cup, holding up my end of a complex

conversation.

All T know is whether I get the coffee to my mouth or not. If executed perfectly, I'm

likely to not even have noticed that I performed the act at all.



A description of the brain’s computations to lift a cup of coffee to my mouth would fill volumes. But
it’s all invisible to my conscious mind: | only know whether | got it to my mouth or not.

The unconscious machinery of our brains is at work all the time, but it runs so
smoothly that we’re typically unaware of its operations. As a result, it’s often easiest to
appreciate only when it stops working. What would it be like if we had to consciously
think about simple actions that we normally take for granted, such as the seemingly
straightforward act of walking? To find out, I went to speak with a man named Ian
Waterman.

When Ian was nineteen years old, he suffered a rare type of nerve damage as a result of
a fierce case of gastric flu. He lost the sensory nerves that tell the brain about touch, as
well as the position of one’s own limbs (known as proprioception). As a result, Ian could
no longer manage any of the movements of his body automatically. Doctors told him that
he would be confined to a wheelchair for the rest of his life, despite the fact that his
muscles were fine. A person simply can’t get around without knowledge of where his body
is. Although we rarely pause to appreciate it, the feedback we get from the world and from
our muscles makes possible the complex movements we manage every moment of the
day.
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Even with your eyes closed, you know where your limbs are: is your left arm up
or down? Are your legs straight or bent? |s your back straight or slumped? This
capacity to know the state of your muscles is called proprioception. Receptors
in the muscles, tendons and joints provide information about the angles of your
joints, as well as the tension and length of your muscles. Collectively, this gives
the brain a rich picture of how the body is positioned and allows for fast
adjustments.

You can experience your proprioception fail temporarily if youve ever
attempted to walk after one of your legs has gone to sleep. Pressure on your
squeezed sensory nerves has prevented the proper signals from being sent and
received. Without a sense of the position of your own limbs, simple acts like
cutting food, typing, or walking are almost impossible.




Ian wasn’t willing to let his condition confine him to a life without movement. So he
gets up and goes, but the whole of his waking life requires him to think consciously about
every movement his body makes. With no sense of awareness of where his limbs are, Ian
has to move his body with focussed, conscious determination. He uses his visual system
to monitor the position of his limbs. As he walks, Ian leans his head forward to watch his
limbs as best he can. To keep his balance, he compensates by making sure his arms are
extended behind him. Because Ian can’t feel his feet touch the floor, he must anticipate
the exact distance of each step and land it with his leg braced. Every step he takes is
calculated and coordinated by his conscious mind.
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Because of a rare disease, lan Waterman lost the sensory signaling from his body. His brain no longer
has access to touch and proprioception. As a result, every step he takes requires conscious planning
and constant visual monitoring of his limbs.

Having lost his ability to walk automatically, Ian is highly cognizant of the miraculous
coordination that most of us take for granted when going on a stroll. Everyone around
him is moving around so fluidly and so seamlessly, he points out, that they're totally
unaware of the amazing system that’s managing that process for them.

If he is momentarily distracted, or an unrelated thought pops into his head, Ian is likely
to fall. All distractions have to be tucked away while he concentrates on the smallest of
details: the slope of the ground, the swing of his leg.

If you were to spend time with Ian for even a minute or two, it would immediately
bring to light the exceeding complexity of the everyday acts we never even think to speak
of: getting up, crossing the room, opening the door, reaching out to shake a hand. Despite
first appearances, those acts aren’t simple at all. So the next time you see a person



walking, or jogging, or skateboarding, or riding a bicycle, take a moment to marvel not
only at the beauty of the human body, but at the power of the unconscious brain that
flawlessly orchestrates it. The intricate details of our most basic movements are animated
by trillions of calculations, all buzzing along at a spatial scale smaller than you can see,
and a complexity scale beyond what you can comprehend. We have yet to build robots
that scratch the edges of human performance. And while a supercomputer racks up
enormous energy bills, our brains work out what to do with baffling efficiency, using
about the energy of a 60-watt light bulb.

Burning skills into the wiring of the brain

Neuroscientists often unlock clues into brain function by examining people who are
specialized in some area. To that end, I went to meet Austin Naber, a ten-year-old boy
with an extraordinary talent: he holds the children’s world record for a sport known as
cup stacking.

In quick, fluid movements impossible to follow with your eyes, Austin transforms a
stacked column of plastic cups into a symmetrical display of three separate pyramids.
Then, with both hands dashing, he telescopes the pyramids back down into two short
columns, and then transmutes the columns into a single, tall pyramid, which is then
collapsed into the original column of cups.



BRAIN WAVES
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An EEG, short for electroencephalogram, is a method for eavesdropping on the
overall electrical activity that arises from the activity of neurons. Small
electrodes placed on the surface of the scalp pick up on “brain waves”, the
colloquial term for the averaged electrical signals produced by the underlying
detailed neural chatter.

German physiologist and psychiatrist Hans Berger recorded the first human
EEG in 1924, and researchers in the 1930s and 1940s identified several
different types of brain waves: Delta waves (below 4 Hz) occur during sleep;
Theta waves (4—7 Hz) are associated with sleep, deep relaxation, and
visualization; Alpha waves (8—13 Hz) occur when we are relaxed and calm; Beta
waves (13—-38 Hz) are seen when we are actively thinking and problem solving.
Other ranges of brain waves have been identified as important since then,
including Gamma waves (39-100 Hz) which are involved in concentrated mental
activity, such as reasoning and planning.

Our overall brain activity is a mix of all these different frequencies, but
depending on what we're doing we’ll exhibit some more than others.




Austin Naber is the world under-10 champion in cup stacking. He runs through a specified routine of
moves, constructing and deconstructing cup towers in seconds.

He does this all in five seconds. I tried it, and it took me forty-three seconds on my best
run.

Watching Austin in action, you might expect his brain to be working overtime, burning
an enormous amount of energy to coordinate these complex actions so quickly. To put
this expectation to the test, I set out to measure his brain activity — and my own — during
a head-to-head cup-stacking challenge. With the aid of researcher Dr. José Luis
Contreras-Vidal, Austin and I were fitted with electrode caps to measure the electrical




activity caused by populations of neurons beneath the skull. The brain waves measured
by the electroencephalogram (EEG) would be read from both of us for direct comparison
of our brains’ effort during the task. With both of us rigged up, we now had a crude
window into the world inside our skulls.

Austin walked me through the steps of his routine. So as not to get smoked too badly by
a ten-year-old, I practiced over and over for about twenty minutes before the official
challenge began.

My efforts made no difference in the end. Austin beat me. I wasn’t even an eighth of
the way through the routine when he slammed the cups victoriously into their final
configuration.

The defeat was not unexpected, but what did the EEG reveal? If Austin runs this
routine eight times as quickly, it seems a reasonable assumption that it would cost him
that much more energy. But that assumption overlooks a basic rule about how brains take
on new skills. As it turns out, the EEG result showed that my brain, not Austin’s, was the
one working overtime, burning an enormous amount of energy to run this complex new
task. My EEG showed high activity in the Beta wave frequency band, which is associated
with extensive problem solving. Austin, on the other hand, had high activity in the Alpha
wave band, a state associated with the brain at rest. Despite the speed and complexity of
his actions, Austin’s brain was serene.

Conscious thought burns energy. The bottom panel shows maps of the EEG activity in my brain (left)
and in Austin’s (right). The color represents the amplitude of the activity.

Austin’s talent and speed is the end result of physical changes in his brain. During his
years of practice, specific patterns of physical connections have formed. He has carved the



skill of cup stacking into the structure of his neurons. As a consequence, Austin now
expends much less energy to stack cups. My brain, in contrast, is attacking the problem by
conscious deliberation. I'm using general-purpose cognitive software; he’s transferred the
skill into specialized cognitive hardware.

When we practice new skills, they become physically hardwired, sinking below the level
of consciousness. Some people are tempted to call this muscle memory, but in fact the
skills are not stored in the muscles: instead, a routine like cup stacking is orchestrated
across the thick jungles of connections in Austin’s brain.

Practiced skills become written into the micro-structure of the brain.

The detailed structure of the networks in Austin’s brain has changed with his years of
cup-stacking practice. A procedural memory is a long-term memory that represents how
to do things automatically, like riding a bicycle or tying shoelaces. For Austin, cup
stacking has become a procedural memory that is written into the microscopic hardware
of his brain, making his actions both rapid and energy-efficient. Through practice,
repeated signals have been passed along neural networks, strengthening synapses and
thereby burning the skill into the circuitry. In fact, Austin’s brain has developed such
expertise that he can run flawlessly through the cup-stacking routine while wearing a
blindfold.

In my case, as I learn to stack cups, my brain is enlisting slow, energy-hungry areas like
the prefrontal cortex, parietal cortex and cerebellum — all of which are no longer needed
for Austin to run the routine. In the early days of learning a new motor skill, the
cerebellum plays a particularly important role, coordinating the flow of movements
required for accuracy and perfect timing.

As a skill becomes hardwired, it sinks below the level of conscious control. At that



point, we can perform a task automatically and without thinking about it — that is,
without conscious awareness. In some cases, a skill is so hardwired that the circuitry
underlying it is found below the brain, in the spinal cord. This has been observed in cats
who have had much of their brain removed, and yet can still walk normally on a
treadmill: the complex programs involved in gait are stored at a low level of the nervous
system.

Running on autopilot

Throughout our lives, our brains rewrite themselves to build dedicated circuitry for the
missions we practice — whether that’s walking, surfing, juggling, swimming, or driving.
This ability to burn programs into the structure of the brain is one of its most powerful
tricks. It can solve the problem of complex movement using such little energy by wiring
dedicated circuitry into the hardware. Once etched into the circuitry of the brain these
skills can be run without thinking — without conscious effort — and this frees up
resources, allowing the conscious me to attend to, and absorb, other tasks.

There is a consequence to this automization: new skills sink below the reach of
conscious access. You lose access to the sophisticated programs running under the hood,
so you don’t know precisely how you do what you do. When you walk up a flight of stairs
while having a conversation, you have no idea how you calculate the dozens of micro-
corrections of your body’s balance and how your tongue dynamically whips around to
produce the right sounds for your language. These are difficult tasks that you couldn’t
always do. But because your actions become automatic and unconscious, this begets your
capacity to run on autopilot. We all know the feeling of driving home along your daily
route and suddenly realizing you've arrived with no real memory of the drive. The skills
involved in driving have become so automatized that you can run the routines
unconsciously. The conscious you — the part that flickered to life when you woke up in
the morning — is no longer the driver, but at best a passenger along for the ride.



SYNAPSES AND LEARNING
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The connections between neurons are called synapses. These connections are
where chemicals called neurotransmitters carry signals between neurons. But
synaptic connections are not all of the same strength: depending on their history
of activity, they can become stronger or weaker. As synapses change their
potency, information flows through the network differently. If a connection gets
weak enough, it withers and goes away. If it gets strengthened, it can sprout
new connections. Some of this reconfiguring is guided by reward systems,
which globally broadcast a neurotransmitter called dopamine when something
has gone well. Austin’s brain networks have been reshaped — very slowly, very
subtly — by the success or failure of each attempted move, over hundreds of
hours of practice.




There’s an interesting upshot to automatized skills: attempts to consciously interfere
with them typically worsen their performance. Learned proficiencies — even very complex
ones — are best left to their own devices.

This is your brain on flow. Dean tries not to think while he climbs without a rope. Conscious
interference would worsen his performance.

Consider rock climber Dean Potter: until his recent death, he scaled cliffs without a
rope and without safety equipment. From the age of twelve, Dean dedicated his life to
climbing. Years of practice hardwired great precision and skill into his brain. To achieve
his rock-climbing prowess, Dean relied on these over-trained circuits to do their work,
unimpeded by conscious deliberation. He gave over complete control to his unconscious.
He climbed in a brain state often referred to as “flow”, a state in which extreme athletes
commonly enjoy the far limits of their capacities. Like many athletes, Dean found his way
into the flow state by putting himself in life-threatening danger. In that state, he
experienced no meddling from his inner voice, and he could rely completely on the
climbing abilities carved into his hardware over years of dedicated training.

Like cup-stacking champion Austin Naber, the brain waves of an athlete in flow are not
crazed by the chatter of conscious deliberation (Do I look good? Should I have said such-
and-such? Did I lock the door behind me?). During flow, the brain enters a state of
hypofrontality, meaning that parts of the prefrontal cortex temporarily become less
active. These are areas involved in abstract thinking, planning into the future, and
concentrating on one’s sense of self. Dialing down these background operations is the key



move that allows a person to hang halfway up a rock face; feats like Dean’s can only be
done without the distraction of internal prattle.

It’s often the case that consciousness is best left at the sidelines — and for some types
of tasks, there’s really no choice, because the unconscious brain can perform at speeds
that the conscious mind is too slow to keep up with. Take the game of baseball, in which a
fastball can travel from the pitcher’s mound to the home plate at one hundred miles an
hour. In order to make contact with the ball, the brain has only about four tenths of a
second to react. In that time it has to process and orchestrate an intricate sequence of
movements to hit the ball. Batters connect with balls all the time, but they’re not doing it
consciously: the ball simply travels too quickly for the athelete to be consciously aware of
its position, and the hit is over before the batter can register what happened. Not only has
consciousness been left on the sidelines, it’s also been left in the dust.

The deep caverns of the unconscious

The reach of the unconscious mind extends beyond control of our bodies. It shapes our
lives in more profound ways. The next time you’re in a conversation, notice the way
words spill out of your mouth more quickly than you could possibly consciously control
every word you say. Your brain is working behind the scenes, crafting and producing
language, conjugations, and complex thoughts for you. (For comparison, compare your
speed when speaking a foreign language that you’re just learning!)

The same behind-the-scenes work is true of ideas. We take conscious credit for all our
ideas, as though we've done the hard work in generating them. But in fact, your
unconscious brain has been working on those ideas — consolidating memories, trying out
new combinations, evaluating the consequences — for hours or months before the idea
rises to your awareness and you declare, “I just thought of something!”

The man who first began to illuminate the hidden depths of the unconscious was one of
the most influential scientists of the twentieth century. Sigmund Freud entered medical
school in Vienna in 1873, and specialized in neurology. When he opened his private
practice for the treatment of psychological disorders, he realized that often his patients
had no conscious knowledge of what was driving their behavior. Freud’s insight was that
much of their behavior was a product of unseen mental processes. This simple idea
transformed psychiatry, ushering in a new way of understanding human drives and
emotions.

Before Freud, aberrant mental processes went unexplained or were described in terms
of demonic possession, weak will, and so on. Freud insisted on seeking the cause in the
physical brain.

He had patients lie down on a couch in his office so that they didn’t have to look
directly at him, and then he would get them to talk. In an era before brain scans, this was
the best window into the world of the unconscious brain. His method was to gather
information in patterns of behavior, in the content of dreams, in slips of the tongue, in
mistakes of the pen. He observed like a detective, seeking clues to the unconscious neural



machinery to which patients had no direct access.

He became convinced that the conscious mind is the tip of the iceberg of our mental
processes, while the much larger part of what drives our thoughts and behaviors lies
hidden from view.

Freud suggested that the mind is like an iceberg, the majority of it hidden from our awareness.

Freud’s speculation turned out to be correct, and one consequence is that we don’t
typically know the roots of our own choices. Our brains constantly pull information from
the environment and use it to steer our behavior, but often the influences around us are
not recognized. Take an effect called “priming”, in which one thing influences the
perception of something else. For example, if you’re holding a warm drink you’ll describe
your relationship with a family member more favorably; when you’re holding a cold
drink, you’ll express a slightly poorer opinion of the relationship. Why does this happen?
Because the brain mechanisms for judging intrapersonal warmth overlap with the
mechanisms for judging physical warmth, and so one influences the other. The upshot is
that your opinion about something as fundamental as your relationship with your mother
can be manipulated by whether you take your tea hot or iced. Similarly, when you are in a
foul-smelling environment, you’ll make harsher moral decisions — for example, you're
more likely to judge that someone else’s uncommon actions are immoral. In another
study, it was shown that if you sit in a hard chair you’ll be a more hard-line negotiator in a
business transaction; in a soft chair you’ll yield more.



NUDGING THE UNCONSCIOUS

Y

In their book Nudge, Richard Thaler and Cass Sunstein laid out an approach to
improving “decisions about health, wealth, and happiness” by playing to the
brain’s unconscious networks. A small nudge in our environment can change our
behavior and decision making for the better, without us being aware of it.
Placing fruit at eye level in supermarkets nudges people to make healthier food
choices. Pasting a picture of a housefly in urinals at airports nudges men to aim
better. Automatically opting employees into retirement plans (with the freedom
to opt out if they’'d like to) leads to better saving practices. This view of
governance is called soft paternalism, and Thaler and Sunstein believe that
gently guiding the unconscious brain has a far more powerful influence on our
decision making than outright enforcement ever can.

Take as another example the unconscious influence of “implicit egotism”, which
describes our attraction to things that remind us of ourselves. When social psychologist
Brett Pelham and his team analyzed the records of graduates from dental and law schools,
they found a statistical overrepresentation of dentists named Dennis or Denise, and of
lawyers named Laura or Laurence. They also found that owners of roofing companies are



more likely to have a first name beginning with R while hardware store owners are more
likely to have a first name beginning with H. But is our career choice the only place where
we make these decisions? It turns out that our love lives may be heavily influenced by
these similarities too. When psychologist John Jones and his colleagues looked at the
marriage registers in Georgia and Florida they discovered that more married couples than
expected shared the same first initial. This means that Jenny is more likely to marry Joel,
Alex marry Amy, and Donny marry Daisy. These kinds of unconscious effects are small
but verifiable.

Here’s the critical point: if you were to ask any of these Dennises or Lauras or Jennys
why they chose their profession or their mate, they would have a conscious narrative to
give you. But that narrative wouldn’t include the long reach of their unconscious on some
of their most important life choices.

Take another experiment designed by psychologist Eckhard Hess in 1965. Men were
asked to look at photographs of women’s faces and make judgments about them. How
attractive were they, on a scale from one to ten? Were they happy or sad? Mean or kind?
Friendly or unfriendly? Unbeknownst to the participants, the photographs had been
manipulated. In half of the photographs, the women’s pupils had been artificially dilated.



The pupils of the women on the left have been artificially dilated. Each man saw one version or the
other.

The men found the women with dilated eyes to be more attractive. None of the men
explicitly noted anything about women’s pupil sizes — and presumably none of the men
knew that dilated eyes are a biological sign of female arousal. But their brains knew it.
And the men were unconsciously steered toward the women with the dilated eyes, finding
them to be more beautiful, happier, kinder, and more friendly.

Really, this is how love often goes. You find yourself more attracted to some people
over others, and it’s generally not possible to put your finger on precisely why.
Presumably there is a why; you just don’t have access to it.

In another experiment, evolutionary psychologist Geoffrey Miller quantified how
sexually attractive a woman is to a man by recording the earnings of lap dancers in a strip
club. And he tracked how this changed over their monthly menstruation cycle. As it
turned out, men gave twice as much in tips when the dancer was ovulating (fertile) as



when she was menstruating (not fertile). But the strange part is that the men weren’t
consciously aware of the biological changes that attend the monthly cycle — that when she
is ovulating, a surge of the hormone estrogen changes her appearance subtly, making her
features more symmetrical, her skin softer, and her waist narrower. But they detected
these fertility cues nonetheless, under the radar of awareness.

These kinds of experiments reveal something fundamental about how brains operate.
The job of this organ is to gather information about the world and steer your behavior
appropriately. It doesn’t matter if your conscious awareness is involved or not. And most
of the time it’s not. Most of the time you are not aware of the decisions being made on
your behalf.

Why are we conscious?

So why aren’t we just unconscious beings? Why aren’t we all wandering around like
mindless zombies? Why did evolution build a brain that’s conscious? To answer this,
imagine walking along a local street, minding your own business. All of a sudden
something catches your eye: someone ahead of you is dressed up in a giant bee costume,
holding a briefcase. If you were to watch the human bee, you’d notice how people who
catch a glimpse of him react: they break out of their automated routines and stare.

Consciousness gets involved when the unexpected happens, when we need to work out
what to do next. Although the brain tries to tick along as long as possible on autopilot, it’s
not always possible in a world that throws curveballs.



We mostly walk around in our own mental worlds, passing strangers in the street without registering
any details about them. But when something challenges our unconscious expectations, conscious
attention comes online to try to build a rapid model of what’s happening.

But consciousness isn’t just about reacting to surprises. It also plays a vital role in
settling conflict within the brain. Billions of neurons participate in tasks ranging from
breathing to moving through your bedroom to getting food into your mouth to mastering
a sport. These tasks are each underpinned by vast networks in the machinery of the brain.
But what happens if there’s a conflict? Say you find yourself reaching for an ice cream
sundae, but you know that you’ll regret having eaten it. In a situation like that, a decision
has to be made. A decision that works out what’s best for the organism — you — and your
long-term goals. Consciousness is the system that has this unique vantage point, one that
no other subsystem of the brain has. And for this reason, it can play the role of arbiter of
the billions of interacting elements, subsystems and burnt-in processes. It can make
plans and set goals for the system as a whole.

I think of consciousness as the CEO of a large sprawling corporation, with many
thousands of subdivisions and departments all collaborating and interacting and
competing in different ways. Small companies don’t need a CEO — but when an
organization reaches sufficient size and complexity, it needs a CEO to stay above the daily
details and to craft the long-view of the company.



Although the CEO has access to very few details of the day-to-day running of the
company, he or she always has the long-view of the company in mind. A CEO is a
company’s most abstract view of itself. In terms of the brain, consciousness is a way for
billions of cells to see themselves as a unified whole, a way for a complex system to hold
up a mirror to itself.

When consciousness goes missing

What if consciousness doesn’t kick in and we are lost in autopilot for too long?

Ken Parks, aged twenty-three, found out on May 23rd 1987, when he fell asleep at
home while watching TV. At the time, he lived with his five-month-old daughter and his
wife, and was going through financial difficulties, marital problems and a gambling
addiction. He had planned to discuss his problems with his in-laws the following day. His
mother-in-law described him as a “gentle giant” and he got along well with both of his
wife’s parents. At some point during the night, he got up, drove twenty-three kilometers
to his in-laws’ house, strangled his father-in-law, and stabbed his mother-in-law to death.
He then drove to the nearest police station, and said to the officer, “I think I just killed
someone.”

He had no memory of what had happened. It seemed somehow that his conscious mind
was absent during this horrific episode. What had gone wrong with Ken’s brain? Parks’
lawyer, Marlys Edwardh, assembled a team of experts to help figure out this mystery.
They soon began to suspect the events might be connected to Ken’s sleep. While Ken was
in prison, his lawyer called in sleep expert Roger Broughton, who measured Ken’s EEG
signals while he slept at night. The recorded output was consistent with that of a sleep
walker.

As the team investigated further, they found sleep disorders throughout Ken’s extended

family. With no motive, no way to fake his sleep results, and such extensive family
history, Ken was found not guilty of homicide, and he was released.
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Kenneth Parks leaves the courtroom, a free man after killing his in-laws. His lawyer, Marlys Edwardh,
said: “The verdict was stunning...lt was a moral vindication for Ken. The judge said he was free to
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So who is in control?

All this might leave you wondering what control the conscious mind really has. Is it
possible that we are living our lives like puppets at the mercy of a system that is pulling
our strings and determining what we do next? There are some who believe this is the case
and that our conscious minds have no control over what we do.

Let’s dig into this question via a simple example. You drive up to a fork in the road
where you can either turn left or right. There is no obligation for you to turn one way or
the other, but today, at this moment, you feel like you want to turn right. So you turn
right. But why did you turn right, and not left? Because you felt like it? Or because
inaccessible mechanisms in your brain decided it for you? Consider this: the neural
signals that move your arms to turn the steering wheel come from your motor cortex, but
those signals don’t originate there. They’re driven by other regions of the frontal lobe,
which are in turn driven by many other parts of the brain, and so on in a complex linkage
that criss-crosses the brain’s entire network. There is never a time zero when you decide
to do something, because every neuron in the brain is driven by other neurons; there
seems to be no part of the system that acts independently rather than reacts dependably.
Your decision to turn right — or left — is a decision that reaches back in time: seconds,
minutes, days, a lifetime. Even when decisions seem spontaneous, they don’t exist in



isolation.

So when you roll up to that fork in the road carrying your lifetime’s history with you,
who exactly is responsible for the decision? These considerations lead to the deep
question of free will. If we rewound history one hundred times, would you always do the
same thing?

The feeling of free will

We feel like we have autonomy — that is, we make our choices freely. But under some
circumstances it’s possible to demonstrate that this feeling of autonomy can be illusory.
In one experiment, Professor Alvaro Pascual-Leone at Harvard invited participants to his
lab for a simple experiment.

The participants sat in front of a computer screen with both hands outstretched. When
the screen turned red, they would make an internal choice about which hand they were
going to move — but they wouldn’t actually move. Then the light turned yellow, and when
it finally turned green the person activated their pre-chosen move, lifting either their
right or left hand.

Then the experimenters introduced a twist. They used transcranial magnetic
stimulation (TMS), which discharges a magnetic pulse and excites the area of the brain
underneath, to stimulate the motor cortex and initiate movement in either the left or
right hand. Now, during the yellow light, they gave the TMS pulse (or, in the control
condition, just the sound of the pulse).

The TMS intervention made subjects favor one hand over another — for example,
stimulation over the left motor cortex made participants more likely to lift their right
hand. But the interesting part was that subjects reported the feeling of having wanted to
move the hand that was being manipulated by TMS. In other words, they might internally
choose to move their left hand during the red light, but then, after stimulation during the
yellow light, they might feel that they really had wanted to move their right hand all
along. Although the TMS was initiating the movement in their hand, many of the
participants felt as if they had made decisions of their own free will. Pascual-Leone
reports that participants often said they had meant to switch their choice. Whatever the
activity in their brain was up to, they took credit for it as though it were freely chosen.
The conscious mind excels at telling itself the narrative of being in control.



Even after an experimenter manipulates a choice by stimulating the brain, participants often claim
that their decision was freely chosen.

Experiments like these expose the problematic nature of trusting our intuitions about
the freedom of our choices. At the moment, neuroscience doesn’t have the perfect
experiments to entirely rule free will out; it’s a complex topic, and one that our science
may simply be too young to address thoroughly. But let’s entertain for a moment the
prospect that there really is no free will; when you arrive at that fork in the road, your
choice is predetermined. On the face of it, a life that’s predictable doesn’t sound like a life
worth living.

The good news is that the brain’s immense complexity means that in actuality, nothing
is predictable. Imagine a tank with rows of ping pong balls along the bottom — each one
delicately poised on its own mouse trap, sprung and ready. If you were to drop in one
more ping pong ball from the top, it should be relatively straightforward to
mathematically predict where it will land. But as soon as that ball hits the bottom, it sets
off an unpredictable chain reaction. It triggers other balls to be flung from their
mousetraps, and those trigger yet other balls, and the situation quickly explodes in
complexity. Any error in the initial prediction, no matter how small, becomes magnified
as balls collide and bounce off the sides and land on other balls. Soon it’s utterly
impossible to make any kind of forecast about where the balls will be.



Ping pong balls on mouse traps follow physical rules. But where they end up is impossible to predict
in practice. Similarly, your billions of brain cells and their trillions of signals interact every second.
Although it’s a physical system, we could never predict precisely what is going to happen next.

Our brains are like this ping pong ball tank, but massively more complex. You might be
able to fit a few hundred ping pong balls in a tank, but your skull houses trillions of times
more interactions than the tank, and it goes on bouncing throughout every second of your
lifetime. And from those innumerable exchanges of energy, your thoughts, feelings, and
decisions emerge.

And this is only the beginning of the unpredictability. Each individual brain is
embedded in a world of other brains. Across the space of a dinner table, or the length of a
lecture hall, or the reach of the internet, all the human neurons on the planet are
influencing one other, creating a system of unimaginable complexity. This means that
even though neurons follow straightforward physical rules, in practice it will always be
impossible to predict exactly what any individual will do next.

This titanic complexity leaves us with just enough insight to understand a simple fact:
our lives are steered by forces far beyond our capacity for awareness or control.



DECIDE?




Should I eat the ice cream or not? Do |
answer this email now or later? Which
shoes? Our days are assembled from
thousands of small decisions: what to do,
which way to go, how to respond,
whether to partake. Early theories of
decision making assumed that humans
are rational actors, tallying the pros and
cons of our options to come to an optimal
decision. But scientific observations of
human decision making dont bear that
out. Brains are composed of multiple,
competing networks, each of which has
its own goals and desires. When deciding
whether or not to gobble down the ice
cream, some networks in your brain want
the sugar; other networks vote against it
based on long-term considerations of
vanity; other networks suggest that
perhaps you could eat the ice cream if
you promise yourself youll go to the gym
tomorrow. Your brain is like a neural
parliament, composed of rival political
parties which fight it out to steer the ship
of state. Sometimes you decide selfishly,



sometimes generously, sometimes
impulsively, and sometimes with the long-
view in mind. We are complex creatures
because we are composed of many
drives, all of which want to be in control.



The sound of a decision

On the operating table, a patient named Jim is undergoing brain surgery to stop tremors
of his hand. Long, thin wires called electrodes have been lowered into Jim’s brain by the
neurosurgeon. By applying a small electric current through the wires, the patterns of
activity in Jim’s neurons can be adjusted to reduce his tremors.

The electrodes create a special opportunity to eavesdrop on the activity of single
neurons. Neurons talk with one another via electrical spikes called action potentials, but
these signals are invisibly tiny, so surgeons and researchers often pass the tiny electrical
signals through an audio speaker. That way, a miniscule change in voltage (a tenth of a
volt that lasts a thousandth of a second) is turned into an audible pop!

As the electrode is lowered through different regions of the brain, the activity patterns
of those regions can be recognized by the trained ear. Some locations are characterized by
pop!pop!pop! while others sound quite different: pop!....poppop!...pop! 1t’s like suddenly
dropping in on the conversation of a few people somewhere randomly on the globe:
because the people you land upon will have specific jobs in diverse cultures, they’ll all
have very different conversations going on.
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The monitor showed these tiny spikes of electrical current known as action potentials. Every idea Jim
generates, every memory he recollects, every choice he contemplates is written in these tiny,
mysterious hieroglyphics.
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I'm in the operating room as a researcher: while my colleague performs the surgery, my
goal is to better understand how the brain makes decisions. To that end, I ask Jim to
perform different tasks — like speaking, reading, looking, deciding — to determine what’s
correlated with the activity of his neurons. Because the brain has no pain receptors, a
patient can be awake during a surgery. I ask Jim to look at a simple picture while we’re
recording.



What happens in your brain when you see the old woman? What changes when you see the young
lady?

In the figure, you may see a young lady with a bonnet looking away. Now try to find
another way of interpreting the same image: an old woman looking down and to the left.
This picture can be seen in one of two ways (this is known as perceptual bi-stability): the
lines on the page are consistent with two very different interpretations. When you stare at
the figure, you’ll see one version, and then eventually the other, and then the first again,
and so on. Here’s the important part: nothing on the physical page changes — so whenever
Jim reports that the image has flipped, it has to be because of something that changed
inside his brain.

The moment he sees the young lady, or the old woman, his brain has made a decision.
A decision doesn’t have to be conscious; in this case, it’s a perceptual decision by Jim’s
visual system, and the mechanics of the switchover are hidden completely under the
hood. In theory, a brain should be able to see both the young lady and the old lady at the
same time — but in reality a brain doesn’t do that. Reflexively, it takes something
ambiguous and makes a choice. Eventually, it remakes the choice, and it might switch
back and forth over and over. But our brains are always crushing ambiguity into choices.

So when Jim’s brain lands on an interpretation of the young lady — or the old woman —
we can listen to the responses from a small number of neurons. Some leap into a higher

pop!). It’s not always about speeding up and slowing down: sometimes neurons change
their pattern of activity in more subtle ways, becoming synchronized or desynchronized



with other neurons even while maintaining their original pace.

The neurons we happen to be spying on are not, by themselves, responsible for the
perceptual change — instead, they operate in concert with billions of other neurons, so the
changes we can witness are just the reflection of a changing pattern taking hold across
large sweeps of brain territory. When one pattern wins out over the other in Jim’s brain, a
decision has been landed upon.

Your brain makes thousands of decisions every day of your life, dictating your
experience of the world. From the decision of what to wear, whom to call, how to
interpret an offhand comment, whether to reply to an email, when to leave — decisions
underlie our every action and thought. Who you are emerges from the brain-wide battles
for dominance that rage in your skull every moment of your life.

Listening to Jim’s neural activity — pop!/pop!pop! — it’s impossible not to be awed. After
all, this is what every decision in the history of our species sounded like. Every marriage
proposal, every declaration of war, every leap of the imagination, every mission launched
into the unknown, every act of kindness, every lie, every euphoric breakthrough, every
decisive moment. It all happened right here, in the darkness of the skull, emerging from
patterns of activity in networks of biological cells.

The brain is a machine built from conflict

Let’s take a closer look at what’s happening behind the scenes during a decision. Imagine
you're making a simple choice, standing in the frozen-yogurt store, trying to decide
between two flavors you like equally. Say these are mint and lemon. From the outside, it
doesn’t look like you’re doing much: you're simply stuck there, looking back and forth
between the two options. But inside your brain, a simple choice like this unleashes a
hurricane of activity.

By itself, a single neuron has no meaningful influence. But each neuron is connected to
thousands of others, and they in turn connect to thousands of others, and so on in a
massive, loopy, intertwining network. They're all releasing chemicals that excite or
depress each other.



Neural populations compete against each other, like political parties struggling for dominance.

Within this web, a particular constellation of neurons represents mint. This pattern is
formed from neurons that mutually excite each other. They’re not necessarily next to one
another; rather, they might span distant brain regions involved in smell, taste, vision, and
your unique history of memories involving mint. Each of these neurons, by itself, has
little to do with mint — in fact, each neuron plays many roles, at different times, in ever-
shifting coalitions. But when these neurons all become active collectively, in this
particular arrangement...that’s mint to your brain. As you're standing in front of the
yogurt selection, this federation of neurons eagerly communicates with one another like
dispersed individuals linking online.

These neurons aren’t acting alone in their electioneering. At the same time, the
competing possibility — lemon — is represented by its own neural party. Each coalition —
mint and lemon — tries to gain the upper hand by intensifying its own activity and
suppressing the other’s. They fight it out until one triumphs in the winner-take-all
competition. The winning network defines what you do next.

Unlike computers, the brain runs on conflict between different possibilities, all of
which try to out-compete the others. And there are always multiple options. Even after
you’ve selected mint or lemon, you find yourself in a new conflict: should you eat the
whole thing? Part of you wants the delicious energy source, and at the same time part of
you knows it’s sugary, and perhaps you should be jogging instead. Whether you polish off
the whole container is simply a matter of the way the infighting goes.



As a result of ongoing conflicts in the brain, we can argue with ourselves, curse at
ourselves, cajole ourselves. But who exactly is talking with whom? It’s all you — but it’s
different parts of you.

Simple tasks can make internal conflicts even more obvious. Name the color of the ink
in which each of these words is printed:

PURPLE YELLOW RED
RED GREEN

RED YELLOW

BLUE BLACK

RED GREEN ORANGE



THE SPLIT BRAIN: UNMASKING THE CONFLICT

Under special circumstances it becomes particularly easy to witness internal
conflict between the different parts of the brain. As a treatment for certain
forms of epilepsy, some patients undergo “split-brain” surgery, in which the
brain’s two hemispheres are disconnected from each other. Normally the two
hemispheres are connected by a super-highway of nerves called the corpus
callosum, and this allows the right and left halves to coordinate and work in
concert. If you're feeling chilly, both of your hands cooperate: one holds your
jacket hem while the other tugs up the zipper.

But when the corpus callosum is severed, a remarkable and haunting clinical
condition can emerge: alien hand syndrome. The two hands can act with totally
different intentions: the patient begins to zip up a jacket with one hand, and the
other hand (the “alien” hand) suddenly grabs the zipper and pulls it back down.
Or the patient might reach for a biscuit with one hand, and their other hand
leaps into action to slap the first hand into failure. The normal conflict running in
the brain is revealed as the two hemispheres act independently of each other.

Alien hand syndrome normally fades in the weeks after surgery, as the two
halves of the brain take advantage of remaining connections to begin
coordinating again. But it serves as a clear demonstration that even when we
think we're being single-minded, our actions are the product of immense battles
that continually rise and fall in the darkness of the cranium.

TOAD

. " . - “Draw what you saw with
Each hemisphere sees What did you see? your left hand” (Right

only one word (Left hemisphere: speech)  pemisphere: Left hand)
Information from the left half of the visual field goes to the right hemisphere, and vice
versa. As a result, if a flashed word straddles the midline, each independent

hemisphere of a split-brain patient will only see half the word.




Difficult, right? Why should this simple task pose any difficulty at all, especially when
the instructions are so simple? It’s because one network in your brain takes on the task of
identifying the color of the ink and putting a name to it. At the same time, competing
networks in your brain are responsible for reading words — and these are so proficient
that word reading has become a deeply ingrained, automatic process. You can feel the
struggle as these systems contend with each other, and to get to the right answer you
have to actively suppress the strong impulse to read the word, in deference to
concentrating on the ink color. You can directly experience the conflict.

To tease apart some of the major competing systems in the brain, consider a thought
experiment known as the trolley dilemma. A trolley is barreling down a train track, out of
control. Four workers are making repairs farther down the track, and you, a bystander,
quickly realize that they will all be killed by the runaway trolley. Then you notice that
there’s a lever nearby that can divert the trolley onto another track. But hang on! You see
that there’s one worker on that track. So if you pull the lever, one worker will be killed; if
you don’t, four will be killed. Do you pull the lever?

The trolley dilemma. When people are asked what they would do in this scenario, almost everyone
pulls the lever. After all, it’s far better that only one person is killed rather than four, right?

Now consider a slightly different, second scenario. The situation begins with the same
premise: a trolley is barreling down the tracks, out of control, and four workers are going
to be killed. But this time you're standing on the deck of a water tower overlooking the
tracks, and you notice there’s a large man standing up there with you, gazing out into the
distance. You realize that if you push him off, he’ll land right on the track — and his body



weight will be sufficient to stop the trolley and save the four workers.
Do you push him off?
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The trolley dilemma, scenario 2. In this situation, almost no one is willing to push the man. Why not?
When asked, they give answers like “that would be murder” and “that would just be wrong.”

But wait. Aren’t you being asked to consider the same equation in both cases? Trading
one life for four? Why do the results come out so differently in the second scenario?
Ethicists have addressed this problem from many angles, but neuroimaging has been able
to provide a fairly straightforward answer. To the brain, the first scenario is just a math
problem. The dilemma activates regions involved in solving logical problems.



“Pull the lever?”’

Dorsolateral
prefrontal cortex

Ventrolateral
prefrontal cortex

Several regions of the brain are more invested in logical problem solving.

In the second scenario, you have to physically interact with the man and push him to
his death. That recruits additional networks into the decision: brain regions involved in

emotion.
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When considering pushing an innocent man to his death, networks involved in emotions become
more involved in the decision making — and that can flip the outcome.

In the second scenario, we're caught in a conflict between two systems that have
different opinions. Our rational networks tell us that one death is better than four, but
our emotional networks trigger a gut feeling that murdering the bystander is wrong.
You're caught between competing drives, with the result that your decision is likely to
change entirely from the first scenario.

The trolley dilemma sheds light on real-world situations. Consider modern warfare,
which has become more like pulling the lever than pushing the man off the tower. When
a person hits the button to launch a long-range missile, it involves only the networks
involved in solving logical problems. Operating a drone can become like a video game;
cyber attacks wreak consequences at a distance. The rational networks are at work here,
but not necessarily the emotional networks. The detached nature of distance warfare
reduces internal conflict, making it easier to wage.

One pundit suggested that the button to launch nuclear missiles should be implanted
in the chest of the President’s best friend. That way, if he chose to launch nukes, he’d
have to inflict physical violence on his friend, tearing him open. That consideration would
recruit emotional networks into the decision. When making life-and-death decisions,
unchecked reason can be dangerous; our emotions are a powerful and often insightful
constituency, and we’d be remiss to exclude them from the parliamentary voting. The
world would not be better if we all behaved like robots.



Although the neuroscience is new, this intuition has a long history. The ancient Greeks
suggested that we should think of our lives like chariots. We are charioteers trying to hold
two horses: the white horse of reason and the black horse of passion. Each horse pulls
off-center, in opposite directions. Your job is to keep control of both horses, navigating
down the middle of the road.

Indeed, in typical neuroscientific fashion, we can unmask the importance of emotions
by seeing what happens when someone loses the capacity to include them in decision
making.

States of the body help you decide

Emotions do more than add richness to our lives — they’re also the secret behind how we
navigate what to do next at every moment. This is illustrated by looking at the situation of
Tammy Myers, a former engineer who got into a motorcycle accident. The consequence
was damage to her orbitofrontal cortex, the region just above the sockets of the eyes. This
brain region is critical for integrating signals streaming in from her body — signals that
tell the rest of the brain what state her body is in: hungry, nervous, excited, embarrassed,
thirsty, joyful.

Tammy doesn’t look like someone who has suffered a traumatic brain injury. But if you
were to spend even five minutes with her, you would detect that there’s a problem with
her ability to handle life’s daily decisions. Although she can describe all the pros and cons
of a choice in front of her, even the simplest situations leave her mired in indecision.
Because she can no longer read her body’s emotional summaries, decisions become
incredibly difficult for her. Now, no choice is tangibly different from another. Without
decision making, little gets done; Tammy reports she often spends all day on the sofa.

Tammy’s brain injury tells us something crucial about decision making. It’s easy to
think about the brain commanding the body from on high — but in fact the brain is in
constant feedback with the body. The physical signals from the body give a quick
summary of what’s going on and what to do about it. To land on a choice, the body and
the brain have to be in close communication.

Consider this situation: you want to pass a misdelivered package over to your next-door
neighbors. But as you approach the gate to their yard, their dog growls and bares its teeth.
Do you open the gate and press on to the front door? Your knowledge of the statistics of
dog attacks isn’t the deciding factor here — instead, the dog’s threatening posture triggers
a set of physiological responses in your body: an increased heart rate, a tightening in the
gut, a tensing of the muscles, pupil dilation, changes in blood hormones, opening of sweat
glands, and so on. These responses are automatic and unconscious.

In this moment, standing there with your hand on the gate latch, there are many
external details you could assess (for example, the color of the dog’s collar) — but what
your brain really needs to know right now is whether you should face the dog or deliver
the package another way. The state of your body helps you in this task: it serves as a
summary of the situation. Your physiological signature can be thought of as a low-



resolution headline: “this is bad” or “this is no problem.” And that helps your brain decide
what to do next.

Physiological response to fear
Pupils dilate, tear and

sahvar‘y glands dry up

Blood pressure, heart and
respiratory, rate increase

Increased sweating,
'sosebumps’

Increased tension and
blood flow in large muscles
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Most situations involve too many details to reach a decision purely through logic. To guide the
process, we need abridged summaries: “I'm safe here” or “Fm in danger here.” The physiological
state of the body maintains a constant two-way dialog with the brain.

Clotting factors and sugars
made more available in blood

Every day we read the states of our bodies like this. In most situations, physiological
signals are more subtle, and so we tend to be unaware of them. However, those signals
are crucial to steering the decisions we have to make. Consider being in a supermarket:
this is the kind of place which leaves Tammy paralyzed with indecision. Which apples?
Which bread? Which ice cream? Thousands of choices bear down upon shoppers, with
the end result that we spend hundreds of hours of our lives standing in the aisles, trying
to make our neural networks commit to one decision over another. Although we don’t
commonly realize it, our body helps us to navigate this boggling complexity.

Take the choice of which kind of soup to buy. There’s too much data here for you to
grapple with: calories, price, salt content, taste, packaging, and so on. If you were a robot,
you’d be stuck here all day trying to make a decision, with no obvious way to trade off
which details matter more. To land on a choice, you need a summary of some sort. And



that’s what the feedback from your body is able to give you. Thinking about your budget
might make your palms sweat, or you might salivate thinking about the last time you
consumed the chicken noodle soup, or noting the excessive creaminess of the other soup
might put a cramp in your intestines. You simulate your experience with one soup, and
then the other. Your bodily experience helps your brain to quickly place a value on soup
A, and another on soup B, allowing you to tip the balance in one direction or the other.
You don’t just extract the data from the soup cans, you feel the data. These emotional
signatures are more subtle than the ones related to facing down a barking dog, but the
idea is the same: each choice is marked by a bodily signature. And that helps you to
decide.

Earlier, when you were deciding between the mint and lemon yogurt, there was a battle
between networks. The physiological states from your body were the key things that
helped tip that battle, that allowed one network to win over another. Because of her brain
damage, Tammy lacks the ability to integrate her bodily signals into her decision making.
So she has no way to rapidly compare the overall value between options, no way to
prioritize the dozens of details that she can articulate. That’'s why Tammy stays on the
sofa much of the time: none of the choices in front of her carry any particular emotional
value. There’s no way to tip one network’s campaign over any other. The debates in her
neural parliament continue along in deadlock.

Because the conscious mind has low bandwidth, you don’t typically have full access to
the bodily signals that tip your decisions; most of the action in your body lives far below
your awareness. Nonetheless, the signals can have far-reaching consequences on the type
of person you believe you are. As one example, neuroscientist Read Montague has found
a link between a person’s politics and the character of their emotional responses. He puts
participants in a brain scanner and measures their response to a series of images chosen
to evoke a disgust response, from images of feces to dead bodies to insect-covered food.
When they emerge from the scanner, they are asked if they would like to take part in
another experiment; if they say “yes” they take ten minutes to answer a political ideology
survey. They are asked questions about their feelings on gun control, abortion, premarital
sex, and so on. Montague finds that the more disgusted a participant is by the images, the
more politically conservative they are likely to be. The less disgusted, the more liberal.
The correlation is so strong that a person’s neural response to a single disgusting image
predicts their score on the political ideology test with 95% accuracy. Political persuasion
emerges at the intersection of the mental and the corporal.

Traveling to the future

Each decision involves our past experiences (stored in the states of our body) as well as
the present situation (Do I have enough money to buy X instead of Y? Is option Z
available?). But there’s one more part to the story of decisions: predictions about the
future.

Across the animal kingdom, every creature is wired to seek reward. What is a reward?



At its essence, it’s something that will move the body closer to its ideal set points. Water
is a reward when your body is getting dehydrated; food is a reward when your energy
stores are running down. Water and food are called primary rewards, which directly
address biological needs. More generally, however, human behavior is steered by
secondary rewards, which are things that predict primary rewards. For example, the sight
of a metal rectangle wouldn’t by itself do much for your brain, but because you’ve learned
to recognize it as a water fountain, then the sight of it comes to be rewarding when you
are thirsty. In the case of humans, we can find even very abstract concepts rewarding,
such as the feeling that we are valued by our local community. And unlike animals, we
can often put these rewards ahead of biological needs. As Read Montague points out,
“sharks don’t go on hunger strikes”: the rest of the animal kingdom only chases its basic
needs, while only humans regularly override those needs in deference to abstract ideals.
So when we’re faced with an array of possibilities, we integrate internal and external data
to try to maximize reward, however it’s defined to us as individuals.

The challenge with any reward, whether basic or abstract, is that choices typically don’t
yield their fruits right away. We almost always have to make decisions in which a chosen
course of action returns reward at a later time. People go to school for years because they
value the future concept of having a degree, they slave through employment they don’t
enjoy with the future hope of a promotion, and they push themselves through painful
exercise with the goal of being fit.

To compare different options means assigning a value to each one in a common
currency — that of anticipated reward — and then choosing the one with the highest value.
Consider this scenario: I have a bit of free time and I'm trying to decide what to do. I need
to get groceries, but I also know I need to get to a coffee shop and work on a grant for my
lab, because a deadline is coming up. I also want to spend time with my son at the park.
How I do arbitrate this menu of options?

It would be easy, of course, if I could directly compare these experiences by living each
one, and then rewinding time, and finally choosing my path based on which outcome was
the best. Alas, I cannot travel in time.

Orcan I?



As in the movie Back to the Future, humans time travel daily.

Time travel is something the human brain does relentlessly. When faced with a
decision, our brains simulate different outcomes to generate a mockup of what our future
might be. Mentally, we can disconnect from the present moment and voyage to a world
that doesn’t yet exist.

Now, simulating a scenario in my mind is just the first step. To decide between the
imagined scenarios, I try to estimate what the reward will be in each of those potential
futures. When I simulate filling my pantry with the groceries, I feel a sense of relief at
being organized and avoiding uncertainty. The grant carries different sorts of rewards: not
only money for the laboratory, but more generally the kudos from my department
chairman and a rewarding sense of accomplishment in my career. Imagining myself at the
park with my son inspires joy, and a sense of reward in terms of family closeness. My
final decision will be navigated by how each future stacks up against the others in the
common currency of my reward systems. The choice isn’t easy, because all these
valuations are nuanced: the simulation of the grocery shopping is accompanied by
feelings of tedium; the grant writing is attended by a sense of frustration; the park with
guilt about not getting work done. Typically under the radar of awareness, my brain
simulates all the options, one at a time, and does a gut check on each. That’s how I decide.

How do I accurately simulate these futures? How can I possibly predict what it will

really be like to go down these paths? The answer is that I can’t: there’s no way to know
that my predictions will be accurate. All my simulations are only based on my past



experiences and my current models of how the world works. Like all animals in the
animal kingdom, we can’t just wander around hoping to randomly discover what results
in future reward and what doesn’t. Instead, the key business of brains is to predict. And to
do this reasonably well, we need to continually learn about the world from our every
experience. So in this case, I place a value on each of these options based on my past
experiences. Using the Hollywood studios in our minds, we travel in time to our imagined
futures to see how much value they’ll have. And that’s how I make my choices, comparing
possible futures against one another. That’s how I convert competing options into a
common currency of future reward.

Think of my predicted reward value for each option like an internal appraisal that
stores how good something will be. Because grocery shopping will supply me with food,
let’s say it’s worth ten reward units. Grant writing is difficult but necessary to my career,
so it weighs in at twenty-five reward units. I love spending time with my son, so going to
the park is worth fifty reward units.

But there’s an interesting twist here: the world is complicated, and so our internal
appraisals are never written in permanent ink. Your valuation of everything around you is
changeable, because quite often our predictions don’t match what actually happens. The
key to effective learning lies in tracking this prediction error: the difference between the
expected outcome of a choice and the outcome that actually occurred.

In today’s case, my brain has a prediction about how rewarding the park is going to be.
If we run into friends there and it turns out even better than I thought, that raises the
appraisal the next time I'm making such a decision. On the other hand, if the swings are
broken and it rains, that lowers my appraisal the next time around.

How does this work? There’s a tiny, ancient system in the brain whose mission is to
keep updating your assessments of the world. This system is made of tiny groups of cells
in your midbrain that speak in the language of a neurotransmitter called dopamine.

When there’s a mismatch between your expectation and your reality, this midbrain
dopamine system broadcasts a signal that re-evaluates the price point. This signal tells
the rest of the system whether things turned out better than expected (an increased burst
of dopamine) or worse (a decrease in dopamine). That prediction error signal allows the
rest of the brain to adjust its expectations to try to be closer to reality next time. The
dopamine acts as an error corrector: a chemical appraiser that always works to make your
appraisals as updated as they can be. That way, you can prioritize your decisions based on
your optimized guesses about the future.
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Dopamine-releasing neurons involved in decision making are concentrated into tiny regions of the
brain called the ventral tegmental area and the substantia nigra. Despite their small sizes, they have a
wide reach, broadcasting updates when the predicted value of a choice turns out to be too high or too

low.

Fundamentally, the brain is tuned to detect unexpected outcomes — and this sensitivity
is at the heart of animals’ ability to adapt and learn. It’s no surprise, then, that the brain
architecture involved in learning from experience is consistent across species, from
honeybees to humans. This suggests that brains discovered the basic principles of
learning from reward long ago.

The power of now

So we’ve seen how values get attached to different options. But there’s a twist that often
gets in the way of good decision making: options right in front of us tend to be valued
higher than those we merely simulate. The thing that trips up good decision making
about the future is the present.

In 2008, the US economy took a sharp downturn. At the heart of the trouble was the
simple fact that many homeowners had over-borrowed. They had taken out loans that
offered wonderfully low interest rates for a period of a few years. The problem occurred at



the end of the trial period, when the rates went up. At the higher rates, many
homeowners found themselves unable to make the payments. Close to a million homes
went into foreclosure, sending shockwaves through the economy of the planet.

What did this disaster have to do with competing networks in the brain? These
subprime loans allowed people to obtain a nice house now, with the high rates deferred
until later. As such, the offer perfectly appealed to the neural networks that desire instant
gratification — that is, those networks that want things now. Because the seduction of the
immediate satisfaction pulls so strongly on our decision making, the housing bubble can
be understood not simply as an economic phenomenon, but also as a neural one.

The pull of the now wasn’t just about the people borrowing, of course, but also the
lenders who were getting rich, right now, by offering loans that weren’t going to get paid.
They rebundled the loans and sold them off. Such practices are unethical, but the
temptation proved too enticing to many thousands.

This now-versus-the-future battle doesn’t just apply to housing bubbles, it cuts across
every aspect of our lives. It’s why car dealers want you to get in and test-drive the cars,
why clothing stores want you to try on the clothes, why merchants want you to touch the
merchandise. Your mental simulations can’t live up to the experience of something right
here, right now.

To the brain, the future can only ever be a pale shadow of the now. The power of now
explains why people make decisions that feel good in the moment but have lousy
consequences in the future: people who take a drink or a drug hit even though they know
they shouldn’t; athletes who take anabolic steroids even though it may shave years off
their lives; married partners who give in to an available affair.

Can we do anything about the seduction of the now? Thanks to competing systems in
the brain, we can. Consider this: we all know that it’s difficult to do certain things, like go
regularly to the gym. We want to be in shape, but when it comes down to it, there are
usually things right in front of us that seem more enjoyable. The pull of what we’re doing
is stronger than the abstract notion of future fitness. So here’s the solution: to make
certain you get to the gym, you can take inspiration from a man who lived 3,000 years
ago.

Overcoming the power of now: the Ulysses contract

This man was in a more extreme version of the gym scenario. He had something he
wanted to do, but knew he wouldn’t be able to resist temptation when the time came. For
him it wasn’t about getting a better physique; it was about saving his life from a group of
mesmerizing maidens.

This was the legendary hero Ulysses, on his way back from triumph in the Trojan War.
At some point on his long journey home, he realized that his ship would soon be passing
an island where the beautiful Sirens lived. The Sirens were famous for singing songs so
melodious that sailors were rapt and enchanted. The problem was that the sailors found
the women irresistible, and would crash their ships into the rocks trying to get to them.



Ulysses desperately wanted to hear the legendary songs, but he didn’t want to kill
himself and his crew. So he hatched a plan. He knew that when he heard the music, he
would be unable to resist steering toward the island’s rocks. The problem wasn’t the
present rational Ulysses, but instead the future, illogical Ulysses — the person he’d
become when the Sirens came within earshot. So Ulysses ordered his men to lash him
securely to the mast of the ship. They filled their ears with beeswax so as not to hear the
Sirens, and they rowed under strict orders to ignore any of his pleas and cries and
writhing.

Ulysses knew that his future self would be in no position to make good decisions. So
the Ulysses of sound mind arranged things so that he couldn’t do the wrong thing. This
sort of deal between your present and future self is known as a Ulysses contract.

In the case of going to the gym, my simple Ulysses contract is to arrange in advance for
a friend to meet me there: the pressure to uphold the social contract lashes me to the
mast. When you start looking for them, you’ll see that Ulysses contracts are all around
you. Take college students who swap Facebook passwords during the week of their final
exams; each student changes the password of the other so that neither can log on until
finals are over. The first step for alcoholics in rehabilitation programs is to clear all the
alcohol from their home, so the temptation is not in front of them when they’re feeling
weak. People with weight problems sometimes get surgery to reduce their stomach
volume so they physically cannot overeat. In a different twist on a Ulysses contract, some
people arrange things so that a violation of their promise will trigger a financial donation
to an “anti-charity.” For example, a woman who fought for equal rights her whole life
wrote out a large check to the Ku Klux Klan, with strict orders to her friend to mail the
check if she smoked another cigarette.

In all these cases, people structure things in the present so that their future selves can’t
misbehave. By lashing ourselves to the mast we can get around the seduction of the now.
It’s the trick that lets us behave in better alignment with the kind of person we would like
to be. The key to the Ulysses contract is recognizing that we are different people in
different contexts. To make better decisions, it’s important not only to know yourself but
all of your selves.

The invisible mechanisms of decision making

Knowing yourself is only part of the battle — you also have to know that the outcome of
your battles will not be the same every time. Even in the absence of a Ulysses contract,
sometimes you’ll feel more enthusiastic about going to the gym, and sometimes less so.
Sometimes you’re more capable of good decision making, and other times your neural
parliament will come out with a vote you later regret. Why? It’s because the outcome
depends on many changing factors about the state of your body, states which can change
hour to hour. For example: two men serving a prison sentence are scheduled to appear
before a parole board. One prisoner comes before the board at 11:27 AM. His crime is fraud
and he’s serving thirty months. Another prisoner appears at 1:15 pM. He has committed



the same crime, for which he had been given the same sentence.

The first prisoner is denied parole; the second is granted parole. Why? What influenced
the decision? Race? Looks? Age?

A study in 2011 analyzed a thousand rulings from judges, and found it likely wasn’t
about any of those factors. It was mostly about hunger. Just after the parole board had
enjoyed a food break, a prisoner’s chance of parole rose to its highest point of 65%. But a
prisoner seen towards the end of a session had the lowest chances: just a 20% likelihood
of a favorable outcome.

In other words, decisions get reprioritized as other needs rise in importance. Valuations
change as circumstances change. A prisoner’s fate is irrevocably intertwined with the
judge’s neural networks, which operate according to biological needs.

Some psychologists describe this effect as “ego-depletion,” meaning that higher-level
cognitive areas involved in executive function and planning (for example, the prefrontal
cortex) get fatigued. Willpower is a limited resource; we run low on it, just like a tank of
fuel. In the case of the judges, the more cases they had to make decisions about (up to
thirty-five in one sitting) the more energy-depleted their brains became. But after eating
something like a sandwich and a piece of fruit, their energy stores were refueled and
different drives had more power in steering decisions.

Traditionally, we assume that humans are rational decision makers: they absorb
information, process it, and come up with an optimal answer or solution. But real
humans don’t operate this way. Even judges, striving for freedom from bias, are
imprisoned in their biology.



WILLPOWER, A FINITE RESOURCE

We spend plenty of energy cajoling ourselves into making decisions we feel we
ought to. To stay on the straight and narrow, we often fall back on willpower:
that inner strength which allows you to pass on the cookie (or at least the
second cookie), or which allows you to hit a deadline when you really want to
be out in the sunshine. We all know what it feels like when our willpower feels
run down: after a long, hard day at work, people often find themselves making
poorer choices — for example, eating a larger meal than they intended to, or
watching television instead of hitting their next deadline.

So psychologist Roy Baumeister and colleagues put it to a closer test.
People were invited to watch a sad movie. Half were told to react as they
normally would, while the other half were instructed to suppress their emotions.
After the movie, they were all given a hand exerciser and asked to squeeze it
for as long as they could. Those who had suppressed their emotions gave up
sooner. Why? Because self-control requires energy, which means we have less
energy available for the next thing we need to do. And that’s why resisting
temptation, making hard decisions, or taking initiative all seem to draw from the
same well of energy. So willpower isn't something that we just exercise — it’s
something we deplete.

Dorsolateral prefrontal cortex

The dorsolateral prefrontal cortex becomes active when dieters choose the healthier
food options in front of them, or when people choose to forego a small reward now for

a better outcome later.




Our decisions are equally influenced when it comes to how we act with our romantic
partners. Consider the choice of monogamy — bonding and staying with a single partner.
This would seem like a decision that involves your culture, values, and morals. All that is
true, but there’s a deeper force acting on your decision making as well: your hormones.
One in particular, called oxytocin, is a key ingredient in the magic of bonding. In one
recent study, men who were in love with their female partners were given a small dose of
extra oxytocin. They were then asked to rate the attractiveness of different women. With
the extra oxytocin, the men found their partners more attractive — but not other women.
In fact, the men kept a bit more physical distance from an attractive female research
associate in the study. Oxytocin increased bonding to their partner.

Why do we have chemicals like oxytocin steering us toward bonding? After all, from an
evolutionary perspective, we might expect that a male shouldn’t want monogamy if his
biological mandate is to spread his genes as widely as possible. But for the survival of the
children, having two parents around is better than one. This simple fact is so important
that the brain possesses hidden ways to influence your decision making on this front.

Decisions and society

A better understanding of decision making opens the door to better social policy. For
example, each of us, in our own way, struggles with impulse control. At the extreme, we
can end up as slaves to the immediate cravings of our impulses. From this perspective, we
can gain a more nuanced understanding of social endeavors such as the War on Drugs.

Drug addiction is an old problem for society, leading to crime, diminished productivity,
mental illness, disease transmission — and, more recently, to a burgeoning prison
population. Nearly seven out of ten prisoners meet the criteria for substance abuse or
dependence. In one study, 35.6% of convicted inmates were under the influence of drugs
at the time of their criminal offense. Drug abuse translates into many tens of billions of
dollars, mostly in terms of drug-related crime.

Most countries deal with the problem of drug addiction by criminalizing it. A few
decades ago, 38,000 Americans were in prison for drug-related offenses. Today, it’s half a
million. On the face of it, that might sound like success in the War on Drugs — but this
mass incarceration hasn’t slowed the drug trade. This is because, for the most part, the
people behind bars aren’t the cartel bosses, or the mafia dons, or the big-time dealers —
instead, the prisoners have been locked up for possession of a small amount of drugs,
usually less than two grams. They’re the users. The addicts. Going to prison doesn’t solve
their problem — it generally worsens it.

The US has more people in prison for drug-related crimes than the European Union has
prisoners. The problem is that incarceration triggers an expensive and vicious cycle of



relapse and re-imprisonment. It breaks people’s existing social circles and employment
opportunities, and gives them new social circles and new employment opportunities —
ones that typically fuel their addiction.

Every year the US spends $20 billion on the War on Drugs; globally, the total is over
$100 billion. But the investment hasn’t worked. Since the war began, drug use has
expanded. Why hasn’t the expenditure succeeded? The difficulty with drug supply is that
it’s like a water balloon: if you push it down in one place, it comes up somewhere else.
Instead of attacking supply, the better strategy is to address demand. And drug demand is
in the brain of the addict.

Some people argue that drug addiction is about poverty and peer pressure. Those do
play a role, but at the core of the issue is the biology of the brain. In laboratory
experiments, rats will self-administer drugs, continually hitting the delivery lever at the
expense of food and drink. The rats aren’t doing that because of finances or social
coercion. They’re doing it because the drugs tap into fundamental reward circuitry in their
brains. The drugs effectively tell the brain that this decision is better than all the other
things it could be doing. Other brain networks may join the battle, representing all the
reasons to resist the drug. But in an addict, the craving network wins. The majority of
drug addicts want to quit but find themselves unable. They end up becoming slaves to
their impulses.

Because the problem with drug addiction lies in the brain, it’s plausible that the
solutions lie there too. One approach is to tip the balance of impulse control. This can be
achieved by ramping up the certainty and swiftness of punishment — for instance, by
requiring drug offenders to undergo twice-weekly drug testing, with automatic,
immediate jail time for failure — thereby not relying on distant abstraction alone.
Similarly, some economists propose that the drop in American crime since the early
1990s has been due, in part, to the increased presence of police on the streets. In the
language of the brain, the police visibility stimulates the networks that weigh long-term
consequences.

In my laboratory, we’re working on another potentially effective approach. We are
giving real-time feedback during brain imaging, allowing cocaine addicts to view their
own brain activity and learn how to regulate it.

Meet one of our participants, Karen. She is bubbly and intelligent, and at fifty years old
she retains a youthful energy. She’s been addicted to crack cocaine for over two decades,
and she describes the drug as having ruined her life. If she sees the drug right in front of
her, she feels no choice but to take it. In ongoing experiments in my lab, we put Karen
into the brain scanner (functional magnetic resonance imaging, or fMRI). We show her
pictures of crack cocaine, and ask her to crave. That’s easy for her to do, and it activates
particular regions of her brain that we summarize as the craving network. Then we ask
her to suppress her craving. We ask her to think about the cost crack cocaine has had to
her — in terms of finances, in terms of relationships, in terms of employment. That
activates a different set of brain areas, which we summarize as the suppression network.
The craving and suppression networks are always battling it out for supremacy, and



whichever wins at any moment determines what Karen does when offered crack.

Using fast computational techniques in the scanner, we can measure which network is
winning: the short-term thinking of the craving network, or the long-term thinking of the
impulse control or suppression network. We give Karen real-time visual feedback in the
form of a speedometer so she can see how that battle is going. When her craving is
winning, the needle is in the red zone; as she successfully suppresses, the needle moves
to the blue zone. She can then use different approaches to discover what works to tip the
balance of these networks.

By practicing over and over, Karen gets better at understanding what she needs to do to
move the needle. She may or may not be consciously aware of how she’s doing it, but by
repeated practice she can strengthen the neural circuitry that allows her to suppress. This
technique is still in its infancy, but the hope is that when she’s next offered crack she’ll
have the cognitive tools to overcome her immediate cravings if she wants to. This training
does not force Karen to behave in any particular way; it simply gives her the cognitive
skills to have more control over her choice, rather than to be a slave to her impulses.
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Some networks in the brain are involved in craving (red); others in suppressing the temptation (blue).
Using real-time feedback in neuroimaging, we measure the activity in the two networks and give a
participant visual feedback about how well they’re fighting the battle.

Drug addiction is a problem for millions of people. But prisons aren’t the place to solve
the problem. Equipped with an understanding of how human brains actually make
decisions, we can develop new approaches beyond punishment. As we come to better



appreciate the operations inside our brains, we can better align our behavior with our best
intentions.

More generally, a familiarity with decision making can improve aspects of our criminal
justice system well beyond addiction, ushering in policies which are more humane and
cost-effective. What might that look like? It would begin with an emphasis on
rehabilitation over mass incarceration. This may sound illusory, but in fact there are
places already pioneering such an approach with great success. One such place is
Mendota Juvenile Treatment Center in Madison, Wisconsin.

Many of the twelve to seventeen-year-olds at Mendota have committed crimes that
might otherwise qualify them for life in prison. Here, it qualifies them for admission. For
many of the children, this is their last chance. The program started in the early 1990s to
provide a new approach to working with youths the system had given up on. The program
pays particular attention to their young, developing brains. As we saw in Chapter 1,
without a fully developed prefrontal cortex, decisions are often made impulsively, without
meaningful consideration of future consequences. At Mendota, this viewpoint illuminates
an approach to rehabilitation. To help the children improve their self-control, the
program provides a system of mentoring, counseling, and rewards. An important
technique is to train them to pause and consider the future outcome of any choice they
might make — encouraging them to run simulations of what might happen — thereby
strengthening neural connections that can override the immediate gratification of
impulses.

Poor impulse control is a hallmark characteristic of the majority of criminals in the
prison system. Many people on the wrong side of the law generally know the difference
between right and wrong actions, and they understand the threat of the punishment — but
they are hamstrung by poor impulse control. They see an older woman with an expensive
purse, and they don’t pause to consider other options besides taking advantage of the
opportunity. The temptation in the now overrides any consideration of the future.

While our current style of punishment rests on a bedrock of personal volition and
blame, Mendota is an experiment in alternatives. Although societies possess deeply
ingrained impulses for punishment, a different kind of criminal justice system — one with
a closer relationship to the neuroscience of decisions — can be imagined. Such a legal
system wouldn’t let anyone off the hook, but it would be more concerned with how to
deal with law breakers with an eye toward their future rather than writing them off
because of their past. Those who break the social contracts need to be off the streets for
the safety of society — but what happens in prison does not have to be based only on
bloodlust, but also on evidence-based, meaningful rehabilitation.

Decision making lies at the heart of everything: who we are, what we do, how we
perceive the world around us. Without the ability to weigh alternatives, we would be
hostages to our most basic drives. We wouldn’t be able to wisely navigate the now, or plan
our future lives. Although you have a single identity, you're not of a single mind: instead,
you are a collection of many competing drives. By understanding how choices battle it out
in the brain, we can learn to make better decisions for ourselves, and for our society.






What does your brain need to function
normally? Beyond the nutrients from the
food you eat, beyond the oxygen you
breathe, beyond the water you drink,
there’s something else, something equally
as important: it needs other people.
Normal brain function depends on the
social web around us. Our neurons
require other people's neurons to thrive
and survive.



Half of us is other people

Over seven billion human brains traffic around the planet today. Although we typically
feel independent, each of our brains operates in a rich web of interaction with one
another — so much so that we can plausibly look at the accomplishments of our species as
the deeds of a single, shifting mega-organism.

Brains have traditionally been studied in isolation, but that approach overlooks the fact
that an enormous amount of brain circuitry has to do with other brains. We are deeply
social creatures. From our families, friends, co-workers, and business partners, our
societies are built on layers of complex social interactions. All around us we see
relationships forming and breaking, familial bonds, obsessive social networking, and the
compulsive building of alliances.

All of this social glue is generated by specific circuitry in the brain: sprawling networks
that monitor other people, communicate with them, feel their pain, judge their
intentions, and read their emotions. Our social skills are deeply rooted in our neural
circuitry — and understanding this circuitry is the basis of a young field of study called
social neuroscience.

Take a moment to consider how different the following items are: bunnies, trains,
monsters, airplanes, and children’s toys. As different as they are, these can all be the main
characters in popular animated films, and we have no difficulty in assigning intentions to
them. A viewer’s brain needs very few hints to take on the assumption that these
characters are like us, and therefore we can laugh and cry over their escapades.

This penchant to assign intention to non-human characters was highlighted in a short
film made in 1944 by psychologists Fritz Heider and Marianne Simmel. Two simple
shapes — a triangle and circle — come together and spin around one another. After a
moment, a larger triangle comes lurking into the scene. It bumps up against and pushes
the smaller triangle. The circle slowly sneaks back into a rectangular structure and closes
it behind; meanwhile, the large triangle chases the smaller triangle away. The large
triangle then comes to the door of the structure, menacingly. The triangle pries the door
open and comes in after the circle, who frenetically (and unsuccessfully) looks for other
ways to escape. Just when the situation looks its darkest, the little triangle returns. He
pulls open the door and the circle dashes out to meet him. Together they shut the door
behind them, trapping the large triangle inside. Penned in, the large triangle smashes
against the walls of the structure. Outside, the little triangle and circle spin around one
another.



People irresistibly impose a narrative on moving shapes.

When people watched this short film and were asked to describe what they saw, you
might expect that they described simple shapes moving around. After all, it’s just a circle
and two triangles changing coordinates.

But that’s not what the viewers reported. They described a love story, a fight, a chase, a
victory. Heider and Simmel used this animation to demonstrate how readily we perceive
social intention all around us. Moving shapes hit our eyes, but we see meaning and
motives and emotion, all in the form of a social narrative. We can’t help but impose
stories. From time immemorial, people have watched the flights of birds, the movement
of stars, the swaying of trees, and invented stories about them, interpreting them as
having intention.

This kind of storytelling is not just a quirk; it’s an important clue into brain circuitry. It
unmasks the degree to which our brains are primed for social interaction. After all, our
survival depends on quick assessments of who is friend and who is foe. We navigate the
social world by judging other people’s intentions. Is she trying to be helpful? Do I need to
worry about him? Are they looking out for my best interests?

Our brains make social judgments constantly. But do we learn this skill from life
experience, or are we born with it? To find out, one can investigate whether babies have
it. Reproducing an experiment from psychologists Kiley Hamlin, Karen Wynn, and Paul
Bloom at Yale University, I invited babies, one at a time, to a puppet show.

These babies are less than a year old, just beginning to explore the world around them.
They’re all short on life experience. They’re positioned on their mothers’ laps to watch the
show. When the curtain parts, a duck struggles to open a box with toys in it. The duck
grasps at the lid but just can’t get a good grip on it. Two bears, wearing two different-



colored shirts, watch.

After a few moments, one of the bears helps the duck, working with him to grip the side
of the box and pry the lid open. They hug momentarily, and then the lid closes again.

Now the duck tries to get the lid open again. The other bear, watching, throws his
weight onto the lid, preventing the duck from succeeding.

i

Even infants judge the intentions of others, as can be demonstrated by a puppet show.

That’s the whole show. In a short, wordless plot, one bear has been helpful to the duck,
and the other bear has been mean.

When the curtain falls, and then reopens, I take both bears and carry them over to the
watching baby. I hold them up, indicating to the child to choose one of them to play with.
Remarkably, as was found by the Yale researchers, almost all the babies choose the bear
that was kind. These babies can’t walk or talk, but they already have the tools to make
judgments about others.



Given a choice, infants will choose the kinder bear.

It’s often assumed that trustworthiness is something we learn to assess, based on years
of experience in the world. But simple experiments like these demonstrate that, even as
babies, we come equipped with social antennae for feeling our way through the world.
The brain comes with inborn instincts to detect who’s trustworthy, and who isn’t.

The subtle signals around us

As we grow, our social challenges become more subtle and complex. Beyond words and
actions, we have to interpret inflection, facial expressions, body language. While we are
consciously concentrating on what we are discussing, our brain machinery is busy
processing complex information. The operations are so instinctive that they're essentially
invisible.



AUTISM
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Autism is a neurodevelopmental disorder which affects 1% of the population.
Although it’'s established that both genetic and environmental causes underpin
its development, the number of individuals diagnosed with autism has been on
the rise in recent years, with little to no evidence explaining this increase. In
people not affected by autism, many regions of the brain are involved in
searching for social cues about the feelings and thoughts of others. In autism,
this brain activity is not seen as strongly — and this is paralleled by diminished
social skills.

Often, the best way to appreciate something is to see what the world looks like when
it’s missing. For a man named John Robison, the normal activity of the social brain was
something he was simply unaware of as he grew up. He was bullied and rejected by other
children but found a love of machines. As he describes it, he could spend time with a



tractor and it wouldn’t tease him. “I guess I learned how to make friends with the
machines before I made friends with other people,” he says.

In time, John’s affinity for technology took him to places his bullies could only dream
of. By twenty-one, he was a roadie for the band KISS. However, even while surrounded by
legendary rock and roll excess, his outlook remained different from others’. When people
would ask him about the different musicians and what they were like, John would
respond by explaining how they had played Sun Coliseum with seven base amps chained
together. He would explain that there were 2,200 watts in the bass system, and could
enumerate the amplifiers and what the crossover frequencies were. But he couldn’t tell
you a thing about the musicians who sang through them. He lived in a world of
technology and equipment. It wasn’t until he was forty that John was diagnosed with
Asperger’s, a form of autism.

Then something happened that transformed John’s life. In 2008 he was invited to take
part in an experiment at Harvard Medical School. A team led by Dr. Alvaro Pascual-Leone
was using transcranial magnetic stimulation (TMS) to assess how activity in one area of
the brain affected activity in another area. TMS emits a strong magnetic pulse next to the
head, which in turn induces a small electric current in the brain, temporarily disrupting
local brain activity. The experiment was meant to help the researchers gain greater
knowledge about the autistic brain. The team used TMS to target different regions of
John’s brain involved in higher-order cognitive function. At first, John reported the
stimulation had no effect. But in one session, the researchers applied TMS to the
dorsolateral prefrontal cortex, an evolutionarily recent part of the brain involved in
flexible thinking and abstraction. John reported that he somehow became different.

THine

John Robison wears an electroencephalography (EEG) cap just before a TMS coil is placed against
his head.

John called up Dr. Pascual-Leone to let him know that the effects of the stimulation
seemed to have “unlocked” something in him. The effects lasted beyond the experiment



itself, John reported. For John it had opened up a whole new window on to the social
world. He simply didn’t realize that there were messages emanating from the facial
expressions of other people — but after the experiment, he was now aware of those
messages. To John, his experience of the world was now changed. Pascual-Leone was
skeptical. He figured if the effects were real they wouldn’t last, given that the effects of
TMS typically persist only a few minutes to hours. Now, although Pascual-Leone does not
fully understand what happened, he allows that the stimulation seems to have
fundamentally changed John.

In the social realm, John went from experiencing black and white to full color. He now
sees a communication channel that he was never able to detect before. John’s story isn’t
simply about hope for new treatment techniques for autism spectrum disorder. It reveals
the importance of the unconscious machinery running under the hood, every moment of
our waking lives, devoted to social connection — brain circuitry that continuously decodes
the emotions of others based on subtle facial, auditory, and other sensory cues.

“I knew that people could display signs of crazed anger,” he says. “But if you asked
about more subtle expressions — like, I think you're sweet or I wonder what you're hiding
or I'd really like to do that or I wish you’d do this — I had no idea about things like that.”

Every moment of our lives, our brain circuitry decodes the emotions of others based on
extremely subtle facial cues. To better understand how we read faces so rapidly and
automatically, I invited a group of people to my lab. We placed two electrodes on their
faces — one on the forehead and one on the cheek — to measure small changes in their
expressions. Then we had them look at photographs of faces.

Subtle movements of facial muscles can be measured with an electromyogram (EMG).

When participants looked at a photo that showed, say, a smile, or a frown, we were able
to measure short periods of electrical activity that indicated their own facial muscles were
moving, often very subtly. This is because of something called mirroring: they were
automatically using their own facial muscles to copy the expressions they were seeing. A
smile was reflected by a smile, even if the movement of their muscles was too slight to be



visually obvious. Without meaning to, people ape one another.

This mirroring sheds light on a strange fact: couples who are married for a long time
begin to resemble each other, and the longer they’ve been married, the stronger the effect.
Research suggests this is not simply because they adopt the same clothes or hairstyles,
but because they've been mirroring each other’s faces for so many years that their
patterns of wrinkles start to look the same.

Why do we mirror? Does it serve a purpose? To find out, I invited a second group of
people to the lab — similar to the first group, except for one thing: this new group of
people had been exposed to the most lethal toxin on the planet. If you were to ingest even
a few drops of this neurotoxin, your brain could no longer command your muscles to
contract, and you would die from paralysis (specifically, your diaphragm would no longer
be able to move, and you would suffocate). Given these facts, it seems unlikely that
people would pay to have this injected into themselves. But they do. This is the
Botulinum toxin, derived from a bacterium, and it’s commonly marketed under the brand
name Botox. When injected into facial muscles, it paralyzes them and thereby reduces
wrinkling.

However, beyond the cosmetic benefit, there’s a less known side effect of Botox. We
showed Botox users the same set of photos. Their facial muscles showed less mirroring
on our electromyogram. No surprise there — their muscles have been purposely
weakened. The surprise was something else, originally reported in 2011 by David Neal and
Tanya Chartrand. Similar to their original experiment, I asked participants from both
groups (Botox and non-Botox) to look at expressive faces and to choose which of four
words best described the emotion shown.

despondent relieved

shy excited

In the Reading the Mind in the Eyes test (Baron-Cohen et al, 2001), participants are shown thirty-six
photographs of facial expressions, each accompanied by four words.



On average, those with Botox were worse at identifying the emotions in the pictures
correctly. Why? One hypothesis suggests that the lack of feedback from their facial
muscles impaired their ability to read other people. We all know that the less mobile faces
of Botox users can make it hard to tell what they’re feeling; the surprise is that those
same frozen muscles can make it hard for them to read others.

Here’s a way to think about this result: my facial muscles reflect what I'm feeling, and
your neural machinery takes advantage of that. When you’re trying to understand what
I'm feeling, you try on my facial expression. You don’t mean to do it — it happens rapidly
and unconsciously — but that automatic mirroring of my expression gives you a rapid
estimate of what I'm likely to be feeling. This is a powerful trick for your brain to gain a
better understanding of me and make better predictions about what I'll do. As it turns
out, it’s just one trick of many.

The joys and sorrows of empathy

We go to the movies to escape into worlds of love and heartbreak and adventure and fear.
But the heroes and villains are just actors projected in two dimensions on a screen — so
why should we care at all about what happens to those fleeting phantasms? Why do
movies make us weep, laugh, gasp?

To understand why you care about the actors, let’s begin with what happens in your
brain when you are in pain. Imagine that someone stabs your hand with a syringe needle.
There’s no single place in the brain where that pain is processed. Instead, the event
activates several different areas of the brain, all operating in concert. This network is
summarized as the pain matrix.

Here’s the surprising part: the pain matrix is crucial to how we connect with others. If
you watch somebody else get stabbed, most of your pain matrix becomes activated. Not
those areas that tell you you’ve actually been touched, but instead those parts involved in
the emotional experience of pain. In other words, watching someone else in pain and
being in pain use the same neural machinery. This is the basis of empathy.
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The pain matrix is the name given to a set of areas that become active when you are in pain. Most of
these areas also become active when you watch someone else in pain.

To empathize with another person is to literally feel their pain. You run a compelling



simulation of what it would be like if you were in that situation. Our capacity for this is
why stories — like movies and novels — are so absorbing and so pervasive across human
culture. Whether it’s about total strangers or made-up characters, you experience their
agony and their ecstasy. You fluidly become them, live their lives, and stand in their
vantage points. When you see another person suffer, you can try to tell yourself that it’s
their issue, not yours — but neurons deep in your brain can’t tell the difference.

This built-in facility to feel another person’s pain is part of what makes us so good at
stepping out of our shoes and into their shoes, neurally speaking. But why do we have
this facility in the first place? From an evolutionary point of view, empathy is a useful
skill: by gaining a better grasp of what someone is feeling, it gives a better prediction
about what they’ll do next.

However, the accuracy of empathy is limited, and in many cases we simply project
ourselves onto others. Take as an example Susan Smith, a mother in South Carolina who
in 1994 kindled the empathy of a nation when she reported to the police that she had
been carjacked by a man who drove away with her sons still in the car. For nine days, she
pled on national television for the rescue and return of her boys. Strangers around the
nation offered help and support. Eventually, Susan Smith confessed to the murder of her
own children. Everyone had fallen for her story of the carjacking, because her real act was
so outside the realm of normal predictions. Although the details of her case are all
reasonably obvious in retrospect, they were difficult to see at the time — because we
typically interpret other people from the vantage point of who we are and what we're
capable of.

We can’t help but simulate others, connect with others, care about others, because
we’re hardwired to be social creatures. That raises a question. Are our brains dependent
on social interaction? What would happen if the brain were starved of human contact?

In 2009, peace activist Sarah Shourd and her two companions were hiking in the
mountains of Northern Iraq — an area that was, at that time, peaceful. They followed
recommendations from locals to see the Ahmed Awa waterfall. Unfortunately, this
waterfall was located at the Iraqi border with Iran. They were arrested by Iranian border
guards on suspicion of being American spies. The two men were put in the same cell, but
Sarah was separated from them in solitary confinement. With the exception of two thirty-
minute periods each day, she spent the next 410 days in an isolated cell.



On July 31st 2009, Americans Joshua Fattal, Sarah Shourd, and Shane Bauer were imprisoned by
Iranian officials after hiking to a waterfall near the Iraq—Iran border.

In Sarah’s words:

In the early weeks and months of solitary confinement you'’re reduced to an animal-
like state. I mean, you are an animal in a cage, and the majority of your hours are
spent pacing. And the animal-like state eventually transforms into a more plant-like
state: your mind starts to slow down and your thoughts become repetitive. Your
brain turns on itself and becomes the source of your worst pain and your worst
torture. I'd relive every moment of my life, and eventually you run out of memories.
You've told them all to yourself so many times. And it doesn'’t take that long.

Sarah’s social deprivation caused deep psychological pain: without interaction, a brain
suffers. Solitary confinement is illegal in many jurisdictions, precisely because observers
have long recognized the damage caused by stripping away one of the most vital aspects
of a human life: interaction with others. Starved of contact with the world, Sarah rapidly
entered a hallucinatory state:

The sun would come in at a certain time of day at an angle through my window.
And all of the little dust particles in my cell were illuminated by the sun. I saw all
those particles of dust as other human beings occupying the planet. And they were
in the stream of life, they were interacting, they were bouncing off one another. They
were doing something collective. I saw myself as off in a corner, walled up. Out of
the stream of life.

In September 2010, after more than a year in captivity, Sarah was released and allowed



to rejoin the world. The trauma of the event stayed with her: she suffered from
depression and was easily led to panic. The next year she married Shane Bauer, one of the
other hikers. She reports that she and Shane are able to calm one another, but it’s not
always easy: they both carry emotional scars.

The philosopher Martin Heidegger suggested that it is difficult to speak of a person
“being”, instead we are typically “being in the world.” This was his way of emphasizing
that the world around you is a large part of who you are. The self doesn’t exist in a
vacuum.

Although scientists and clinicians can observe what happens to people in solitary
confinement, it is difficult to study directly. However, an experiment by neuroscientist
Naomi Eisenberger can give insight into what happens in the brain in a slightly tamer
condition: when we are excluded from a group.

Imagine throwing a ball around with a couple of other people, and at some point you
get cut out of the game: the other two throw back and forth between themselves,
excluding you. Eisenberger’s experiment is based on that simple scenario. She had
volunteers play a simple computer game in which their animated character threw a ball
around with two other players. The volunteers were led to believe that the other players
were controlled by two other humans, but in fact they were just part of a computer
program. At first, the others played nicely — but after a while, they cut the volunteer out
of the game, and simply threw between each other.

Social inclusion Social exclusion
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In the social exclusion scenario, a volunteer is cut out of a game of catch.

Eisenberger had the volunteers play this game while they were lying down in a brain
scanner (the technique is called functional magnetic resonance imaging, or fMRI — see
Chapter 4). She found something remarkable: when the volunteers were left out of the
game, areas involved in their pain matrix became active. Not getting the ball might seem
insignificant, but to the brain social rejection is so meaningful that it hurts, literally.
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Social pain — such as that resulting from exclusion — activates the same brain regions as physical
pain.

Why does rejection hurt? Presumably, this is a clue that social bonding has
evolutionary importance — in other words, the pain is a mechanism that steers us toward
interaction and acceptance by others. Our inbuilt neural machinery drives us toward
bonding with others. It urges us to form groups.

This sheds light on the social world that surrounds us: everywhere, humans constantly
form groups. We bind together through links of family, friendship, work, style, sports
teams, religion, culture, skin pigment, language, hobbies, and political affiliation. It gives
us comfort to belong to a group — and that fact gives us a critical hint about our species’
history.

Beyond survival of the fittest

When we think about human evolution, we’re all familiar with the concept of survival of
the fittest: it calls to mind the picture of a strong and wily individual who can outfight,
outrun, or outmate other members of its species. In other words, one has to be a good
competitor to thrive and survive. That model has good explanatory power, but it leaves
some aspects of our behavior difficult to explain. Consider altruism: why does survival of
the fittest explain why people help each other out? Selection of the strongest individual
doesn’t seem to cover it, so theorists introduced the additional idea of “kin selection”.
This means that I care not only about myself, but also others with whom I share genetic
material, for example, brothers and cousins. As the evolutionary biologist JS Haldane
quipped, “I would gladly jump in a river to save two of my brothers, or eight of my



cousins.”

However, even kin selection is not enough to explain all the facets of human behavior,
because people get together and cooperate irrespective of kinship. That observation leads
to the idea of “group selection”. Here’s the concept: if a group is composed entirely of
people who cooperate, everyone in the group will be better off for it. On average, you’ll
fare better than other people who aren’t very cooperative with their neighbors. Together,
the members of a group can help each other to survive. They’re safer, more productive,
and better able to overcome challenges. This drive to bond with others is called
eusociality (eu is Greek for good), and it provides a glue, irrespective of kinship, that
allows the building of tribes, groups, and nations. It’s not that individual selection doesn’t
occur; it’s just that it doesn’t provide the complete picture. Although humans are
competitive and individualistic much of the time, it’s also the case that we spend quite a
bit of our lives cooperating for the good of the group. This has allowed human
populations to thrive across the planet, and to build societies and civilizations — feats that
individuals, no matter how fit, could never pull off in isolation. Real progress is only
possible with alliances that become confederations, and our eusociality is one of the
major factors in the richness and complexity of our modern world.

So our drive to come together into groups yields a survival advantage — but it has a dark
side, as well. For every ingroup, there must exist at least one outgroup.

Outgroups

An understanding of ingroups and outgroups is critical to understand our history.
Repeatedly, all across the globe, groups of people inflict violence on other groups, even
those that are defenceless and pose no direct threat. The year 1915 saw the systematic
killing of over a million Armenians by the Ottoman Turks. In the Nanking massacre of
1937, the Japanese invaded China and killed hundreds of thousands of unarmed civilians.
In 1994, in a period of one hundred days, the Hutus in Rwanda killed 800,000 Tutsis,
largely with machetes.

I don’t view this with the detached eye of a historian. If you were to look at my family
tree, you would see that most of the branches come to an abrupt end in the early 1940s.
They were murdered because they were Jewish, caught in the jaws of the Nazi genocide as
a scapegoated outgroup.

After the Holocaust, Europe got in the habit of vowing “never again”. But fifty years
later, genocide happened again — this time just 600 miles away, in Yugoslavia. Between
1992 and 1995, during the Yugoslav War, over 100,000 Muslims were slaughtered by
Serbians in violent acts that became known as “ethnic cleansing”. One of the worst events
of the war happened in Srebrenica: here, over the course of ten days, 8,000 Bosnian
Muslims — known as Bosniaks — were shot and killed. They had taken refuge inside a
United Nations compound after Srebrenica was surrounded by siege forces, but on July
11th 1995, the United Nations commanders expelled all the refugees from the compound,
delivering them into the hands of their enemies waiting just outside the gates. Women



were raped, men were executed, and even children were killed.

Dutch forces watch over the United Nations compound in which thousands of Bosnian Muslims
sought refuge. Hasan Nuhanovic lost his family in the massacre that ensued when the Dutch
commanders expelled the refugees into the hands of the siege forces.

I flew to Sarajevo to better understand what had happened, and there I had the chance
to speak with a tall, middle-aged man named Hasan Nuhanovi¢. Hasan, a Bosnian
Muslim, had been working at the compound as a UN translator. His family was also there,
among the refugees, but they had been sent out of the compound to die, while only he
had been allowed to stay because of his value as a translator. His mother, father, and
brother were killed that day. The part that haunts him the most is this: “the continuation
of the killings, of torture, was perpetrated by our neighbors — the very people we had been
living with for decades. They were capable of killing their own school friends.”

To exemplify the ways in which normal social interaction broke down, he told me how
Serbs arrested a Bosniak dentist. They hung him by his arms from a lightpole, and they
beat him with a metal bar until they broke his spine. Hasan told me how the dentist hung
there for three days while Serbian children walked past his body on their way to school.
As he put it: “There are universal values and these values are very basic: don’t kill. In
April 1992, this ‘don’t kill’ suddenly disappeared — and it became ‘go and kill’.”



SYNDROME E

What allows a diminished emotional reaction to harming another person? The
neurosurgeon ltzhak Fried points out that when you look across violent events
all over the world, you find the same character of behavior everywhere. It's as
though people shift from their normal brain function to act in a specific way. In
the same way a physician can look for coughing and fever with pneumonia, he
suggested that one can look for and identify particular behaviors that
characterize perpetrators in violent situations — and he named this “Syndrome
E”. In Fried’s framework, Syndrome E is characterized by a diminished
emotional reactivity, which allows repetitive acts of violence. It also includes
hyperarousal, or as the Germans call it, Rausch — a feeling of elation in doing
these acts. There’s group contagion: everybody’s doing it, and it catches on and
spreads. There’s compartmentalization, in which somebody can care about his
own family, and yet perform violence on someone else’s family.

From a neuroscientific point of view, the important clue is that other brain
functions, such as language and memory and problem solving, are intact. That
suggests it's not a brain-wide change, but instead only involves areas involved in
emotion and in empathy. It’s as though they become, in effect, short-circuited:
they no longer participate in decision making. Instead, a perpetrator’s choices
are now fueled by parts of the brain that underpin logic and memory and
reasoning and so on, but not the networks that involve emotional consideration
of what it is like to be someone else. In Fried’s view, this equates to moral
disengagement. People are no longer using the emotional systems that under
normal circumstances steer their social decision making.

In this photograph from the Holocaust, a soldier takes aim at a woman holding her




child.

Hasan’s family is buried at this graveyard in Srebrenica. Each year more bodies are discovered,
identified, and brought here.

What allows such an alarming shift in human interaction? How can it be compatible
with a eusocial species? Why does genocide continue to happen all around our planet?
Traditionally we examine warfare and killings in the context of history and economics and
politics. However, for a complete picture, I believe we need also to understand this as a
neural phenomenon. It would normally feel unconscionable to murder your neighbor. So
what suddenly allows hundreds or thousands of people to do exactly that? What is it
about certain situations that short-circuits the normal social functioning of the brain?

Some more equal than others

Can a breakdown of normal social functioning be studied in the laboratory? I designed an
experiment to find out.

Our first question was a simple one: does your basic sense of empathy toward someone
change depending on whether they are in your ingroup or outgroup?



We put participants in the scanner. They saw six hands on the screen. Like a spinning
wheel in a game show, the computer randomly picks one of the hands. That hand then
expands into the middle of the screen, and you watch it get touched with a cotton swab, or
stabbed with a syringe needle. These are two actions that yield about the same activity in
the visual system, but very different reactions in the rest of the brain.

During brain scanning, we showed participants videos of hands being stabbed with a needle or
touched with a cotton swab.

As we saw earlier, watching someone else in pain activates one’s own pain matrix.
That’s the basis of empathy. So now we were able to push our questions about empathy to
the next level. Once we had established this baseline condition, we made a very simple
change: the same six hands appeared on the screen, but now each had a one-word label,
reading Christian, Jewish, Atheist, Muslim, Hindu, or Scientologist. When a hand was
randomly selected, it expanded to the middle of the screen and was then touched with the
cotton swab or stabbed with the syringe needle. Our experimental question was this:
would your brain care as much when seeing a member of an outgroup getting hurt?

We found a good deal of individual variability, but on average, people’s brains showed a
larger empathic response when they saw someone in their ingroup in pain, and less of a
response when it was a member of one of their outgroups. The result is especially
remarkable given that these were simply one-word labels: it takes very little to establish
group membership.

A basic categorization is enough to change your brain’s pre-conscious response to
another person in pain. Now, one might have opinions about the divisiveness of religion,
but there’s a deeper point to note here: in our study, even atheists showed a larger



response to pain in the hand labeled “atheist”, and less of an empathic response to other
labels. So the result is not fundamentally about religion — it’s about which team you’re
on.
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When this participant saw pain in a member of his ingroup, there was a large neural response in the
anterior cingulate cortex. When he watched a member of an outgroup in pain, there was little activity.

We see that people can feel lower empathy for members of an outgroup. But to
understand something like violence or genocide, we still need to drill down one step
further, to dehumanization.

Lasana Harris of the University of Leiden in Holland has conducted a series of
experiments that move us closer to understanding how that happens. Harris is looking for
changes in the brain’s social network, in particular the medial prefrontal cortex (mPFC).
This region becomes active when we’re interacting with, or thinking about, other people —
but it’s not active when we’re dealing with inanimate objects, like a coffee mug.

Harris shows volunteers photographs of people from different social groups, for

example, homeless people, or drug addicts. And he finds that the mPFC is less active
when they look at a homeless person. It’s as though the person is more like an object.
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The medial prefrontal cortex is involved in thinking about other people — at least, most other people.

As he puts it, by shutting down the systems that see the homeless person as a fellow
human, one doesn’t have to experience the unpleasant pressures of feeling bad about not
giving money. In other words, the homeless have become dehumanized: the brain is
viewing them more like objects and less like people. Not surprisingly, one is less likely to
treat them with consideration. As Harris explains: “if you don’t properly diagnose people
as human beings, then the moral rules that are reserved for human people may not
apply.”

Dehumanization is a key component of genocide. Just as the Nazis viewed the Jews as
something less than human, the Serbs in former Yugoslavia viewed the Muslims this way.

When I was in Sarajevo, I walked along the main street. During the war it became
known as Snipers’ Alley because civilian men, women, and children were killed by
riflemen crouched in the surrounding hillsides and neighboring buildings. This street
became one of the most powerful symbols of the horror of the war. How does a normal
city street come to that?

This war, like all others, was fueled by an effective form of neural manipulation, one
that’s been practiced for centuries: propaganda. During the Yugoslav war the main news
network, Radio Television of Serbia, was controlled by the Serb government and
consistently presented distorted news stories as factual. The network made up reports of
ethnically motivated attacks by Bosnian Muslims and Croats against the Serb people.
They continually demonized Bosnians and Croatians, and used negative language in their
descriptions of Muslims. At the height of bizarreness, the network broadcast an
unfounded story that Muslims were feeding Serbian children to the hungry lions of the
Sarajevo zoo.

Genocide is only possible when dehumanization happens on a massive scale, and the
perfect tool for this job is propaganda: it keys right into the neural networks that



understand other people, and dials down the degree to which we empathize with them.

We've seen that our brains can be manipulated by political agendas to dehumanize
other people, which can then lead to the darkest side of human acts. But is it possible to
program our brains to prevent this? One possible solution lies in a 1960s experiment that
was conducted not in a science lab, but in a school.

It was 1968, the day after the assassination of civil rights leader Martin Luther King.
Jane Elliott, a teacher in a small town in Iowa, decided to demonstrate to her class what
prejudice was about. Jane asked her class whether they knew how it would feel to be
judged by the color of their skin. The students mostly thought they could. But she wasn’t
so sure, so she launched what was destined to become a famous experiment. She
announced that the blue-eyed people were “the better people in this room”.

Jane Elliott: The brown-eyed people do not get to use the drinking fountain. You’ll have
to use the paper cups. You brown-eyed people are not to play with the blue-eyed people
on the playground, because you are not as good as blue-eyed people. The brown-eyed
people in this room today are going to wear collars. So that we can tell from a distance
what color your eyes are. On this page...Is everyone ready? Everyone but Laurie. Ready,
Laurie?

Child: She’s a brown-eye.

Jane: She’s a brown-eye. You’ll begin to notice today that we spend a great deal of time
waiting for brown-eyed people.

A moment later, Jane looks around for her yardstick, and two boys pipe up. Rex points
out to her where the yardstick is, and Raymond helpfully offers, “Hey, Mrs. Elliott, you

better keep that on your desk so if the brown people[sic], the brown-eyed people get out
of hand”

I recently sat down with those two boys, now grown men: Rex Kozak and Ray Hansen.
They both have blue eyes. I asked them if they remembered what their behavior was like
on that day. Ray reported that “I was tremendously evil to my friends. I was going out of
my way to pick on my brown-eyed friends, for the sake of my own promotion.” He
recalled that at that time his hair was quite blond and his eyes were quite blue, “and I was
the perfect little Nazi. I looked for ways to be mean to my friends, who minutes or hours
earlier had been very close to me.”

The next day, Jane reversed the experiment. She announced to the class:

The brown-eyed people may take off their collars. And each of you may put your collar
on a blue-eyed person. The brown-eyed people get five extra minutes of recess. You
blue-eyed people are not allowed to be on the playground equipment at any time. You
blue-eyed people are not to play with the brown-eyed people. Brown-eyed people are
better than blue-eyed people.

Rex described what the reversal was like: “It takes your world and shatters it like you’ve
never had your world shattered before.” When Ray was in the down group, he felt such a



deep sense of loss, of personality, and of self, that he felt it was almost impossible to
function.

One of the most important things we learn as humans is perspective taking. And
children don’t typically get a meaningful exercise in that. When one is forced to
understand what it’s like to stand in someone else’s shoes, it opens up new cognitive
pathways. After the exercise in Mrs. Elliott’s classroom, Rex was more vigilant against
racist statements; he remembers telling his father, “that’s not appropriate.” Rex
remembers that moment fondly: he felt affirmed by it, and he knew he’d begun to change
as a person.

The brilliance of the blue eyes/brown eyes exercise was that Jane Elliott switched
which group was on top. That allowed the children to extract a larger lesson: systems of
rules can be arbitrary. The children learned that the truths of the world aren’t fixed, and
moreover they’re not necessarily truths. This exercise empowered the children to see
through the smoke and mirrors of political agendas, and to form their own opinions —
surely a skill we would want for all our children.

Education plays a key role in preventing genocide. Only by understanding the neural
drive to form ingroups and outgroups — and the standard tricks by which propaganda
plugs into this drive — can we hope to interrupt the paths of dehumanization that end in
mass atrocity.

In this age of digital hyperlinking, it’'s more important than ever to understand the links
between humans. Human brains are fundamentally wired to interact: we're a splendidly
social species. Although our social drives can sometimes be manipulated, they also sit
squarely at the center of the human success story.

You might assume that you end at the border of your skin, but there’s a sense in which
there’s no way to mark the end of you and the beginning of all those around you. Your
neurons and those of everyone on the planet interplay in a giant, shifting super-organism.
What we demarcate as you is simply a network in a larger network. If we want a bright
future for our species, we’ll want to continue to research how human brains interact — the
dangers as well as the opportunities. Because there’s no avoiding the truth etched into the
wiring of our brains: we need each other.



WHO WILL
WE BE?




The human body is a masterpiece of
complexity and beauty — a symphony of
forty trillion cells working in concetrt.
However, it has its limitations. Your
senses set boundaries on what you can
experience. Your body sets limits on
what you can do. But what if the brain
could understand new kinds of inputs
and control new kinds of limbs —
expanding the reality we inhabit? We're
at a moment in human history when the
marriage of our biology and our
technology will transcend the brain's
limitations. We can hack our own
hardware to steer a course into the
future. This is poised to fundamentally
change what it will mean to be a human.



Over the last 100,000 years our species has been on quite a journey: we’ve gone from
living as primitive hunter-gatherers surviving on scraps to a planet-conquering hyper-
connected species that defines its own destiny. Today we enjoy mundane experiences that
our ancestors could never have dreamed of. We have clean rivers that we can call into our
well-adorned caves when we desire. We hold small rock-sized devices that contain the
knowledge of the world. We regularly see the tops of clouds and the curvature of our
home planet from space. We send messages to the other side of the globe in eighty
milliseconds and upload files to a floating space colony of humans at sixty megabits per
second. Even when simply driving to work, we routinely move at speeds that outstrip
biology’s great masterpieces, such as cheetahs. Our species owes its runaway success to
the special properties of the three pounds of matter stored inside our skulls.

What is it about the human brain that has made this journey possible? If we can
understand the secrets behind our achievements, then perhaps we can direct the brain’s
strengths in careful, purposeful ways, opening a new chapter in the human story. What do

the next thousand years have in store for us? In the far future, what will the human race
be like?

A flexible, computational device

The secret to understanding our success — and our future opportunity — is the brain’s
tremendous ability to adjust, known as brain plasticity. As we saw in Chapter 2, this
feature has allowed us to drop into any environment and pick up on the local details we
need to survive, including the local language, local environmental pressures, or local
cultural requirements.

Brain plasticity is also the key to our future, because it opens the door to making
modifications to our own hardware. Let’s begin by understanding just how flexible a
computational device the brain is. Consider the case of a young girl named Cameron
Mott. At the age of four she began to have violent seizures. The seizures were aggressive:
Cameron would suddenly drop to the floor, requiring her to wear a helmet all the time.
She was quickly diagnosed with a rare and debilitating disease called Rasmussen’s
Encephalitis. Her neurologists knew that this form of epilepsy would lead to paralysis and
eventually to death — and so they proposed a drastic surgery. In 2007, in an operation that
took almost twelve hours, a team of neurosurgeons removed an entire half of Cameron’s
brain.



In this scan of Cameron’s brain, the blank space is where half of her brain has been removed.

What would be the long-term effects of removing half her brain? As it turns out, the
consequences were surprisingly slight. Cameron is weak on one side of her body, but
otherwise she’s essentially indistinguishable from the other children in her class. She has
no problems understanding language, music, math, stories. She’s good in school and she
participates in sports.

How could this be possible? It’s not that one half of Cameron’s brain was simply not
needed; instead, the remaining half of Cameron’s brain dynamically rewired to take over
the missing functions, essentially cramming all the operations into half the brain space.
Cameron’s recovery underscores a remarkable ability of the brain: it rewires itself to
adjust to the inputs, outputs, and tasks at hand.

In this critical way, the brain is fundamentally unlike the hardware in our digital
computers. Instead, it’s “liveware”. It reconfigures its own circuitry. Although the adult
brain isn’t quite as flexible as a child’s, it still retains an astonishing ability to adapt and
change. As we saw in previous chapters, every time we learn something new, whether it’s
the map of London or the ability to stack cups, the brain changes itself. It’s this property
of the brain — its plasticity — that enables a new marriage between our technology and our
biology.

Plugging in peripheral devices



We’ve become progressively better at plugging machinery directly into our bodies. You
may not realize it, but currently hundreds of thousands of people are walking around with
artificial hearing and artificial vision.

With a device called a cochlear implant, an external microphone digitizes a sound signal
and feeds it to the auditory nerve. Similarly, the retinal implant digitizes a signal from a
camera, and sends it through an electrode grid plugged into the optic nerve at the back of
the eye. For deaf and blind people around the planet, these devices have restored their
senses.

It wasn’t always clear that such an approach would work. When these technologies
were first introduced, many researchers were skeptical: the brain is wired up with such
precision and specificity that it wasn’t clear there could be a meaningful dialog between
metal electrodes and biological cells. Would the brain be able to understand crude, non-
biological signals, or would it be confused by them?

As it turns out, the brain learns to interpret the signals. Getting used to these implants
is a bit like learning a new language for the brain. At first the foreign electrical signals are
unintelligible, but the neural networks eventually extract patterns in incoming data.
Although the input signals are crude, the brain finds a way to make sense of them. It
hunts for patterns, cross-referencing with other senses. If there’s structure to be found in
the incoming data, the brain ferrets it out — and after several weeks the information
begins to take on meaning. Even though the implants give slightly different signals than
do our natural sense organs, the brain figures out how to make do with the information it
can get.



ARTIFICIAL HEARING AND VISION
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A cochlear implant bypasses problems in the biology of the ear and feeds its
audio signals directly to the undamaged auditory nerve, the brain’s data cable
for sending electrical impulses on to the auditory cortex for decoding. The
implant picks up sounds from the outside world and passes them to the auditory
nerve by means of sixteen tiny electrodes. The experience of hearing doesn’t
arrive immediately: people have to learn to interpret the foreign dialect of the
signals fed to the brain. As one cochlear implant recipient, Michael Chorost,
describes his experience:

“When the device was turned on a month after surgery, the first sentence |
heard sounded like ‘Zzzzzz szz szvizzz ur brfzzzzzz?’ My brain gradually learned
how to interpret the alien signal. Before long, ‘Zzzzzz szz szvizzz ur brfzzzzzz"?’
became ‘What did you have for breakfast?’ After months of practice, | could
use the telephone again, even converse in loud bars and cafeterias.”

Retinal implants work on similar principles. The tiny electrodes of the retinal
implant bypass the normal functions of the photoreceptor sheet, sending out
their tiny sparks of electrical activity. These implants are used mostly for eye
diseases in which the photoreceptors at the back of the eye are degenerating,
but in which the cells of the optic nerve remain healthy. Even though the signals
sent by the implant are not precisely what the visual system is used to, the
downstream processes are able to learn to extract the information they need
for vision.

Plug and play: an extrasensory future



The brain’s plasticity allows new inputs to be interpreted. What sensory opportunities
does that open up?

We come into the world with a standard set of basic senses: hearing, touch, sight, smell,
and taste, along with other senses such as balance, vibration, and temperature. The
sensors we have are the portals by which we pick up signals from our environment.

However, as we saw in the first chapter, these senses only allow us to experience a tiny
fraction of the world around us. All the information sources for which we don’t have
sensors are invisible to us.

I think of our sensory portals as peripheral plug-and-play devices. The key is that the
brain doesn’t know and doesn’t care where it gets the data. Whatever information comes
in, the brain figures out what to do with it. In this framework, I think of the brain as a
general-purpose computing device: it operates on whatever it’s fed. The idea is that
Mother Nature only needed to invent the principles of brain operation once — and then
she was freed up to tinker with designing new input channels.

The end result is that all these sensors we know and love are merely devices that can be
swapped in and out. Stick them in and the brain can get to work. In this framework,
evolution doesn’t need to continually redesign the brain, just the peripherals, and the
brain figures out how to utilize them.

Just look across the animal kingdom, and you’ll find a mind-boggling variety of
peripheral sensors in use by animal brains. Snakes have heat sensors. The glass knifefish
has electrosensors for interpreting changes in the local electrical field. Cows and birds
have magnetite, with which they can orient themselves to the Earth’s magnetic field.
Animals can see in ultraviolet; elephants can hear at very long distances, while dogs
experience a richly scented reality. The crucible of natural selection is the ultimate hacker
space, and these are just some of the ways that genes have figured out how to channel
data from the outside world into the internal world. The end result is that evolution has
built a brain that can experience many different slices of reality.

The consequence I want to highlight is that there may be nothing special or
fundamental about the sensors we’re used to. They're just what we’ve inherited from a
complex history of evolutionary constraints. We’re not stuck with them.

Our main proof of principle for this idea comes from a concept called sensory
substitution, which refers to feeding sensory information through unusual sensory
channels such as vision through touch. The brain figures out what to do with the
information, because it doesn’t care how the data finds its way in.

Sensory substitution might sound like science fiction, but in fact it’s already well
established. The first demonstration was published in the journal Nature in 1969. In that
report, neuroscientist Paul Bach-y-Rita demonstrated that blind subjects could learn to
“see” objects — even when the visual information was fed to them in an unusual way.
Blind people were seated in a modified dental chair, and the video feed from a camera was
converted into a pattern of small plungers pressed against their lower back. In other
words, if you put a circle in front of the camera, the participant would feel a circle on her
back. Put a face in front of the camera, and the participant feels the face on her back.



Amazingly, blind people could come to interpret the objects, and could also experience the
increasing size of approaching objects. They could, at least in a sense, come to see
through their backs.

This was the first example of sensory substitution of many to follow. Modern
incarnations of this approach include turning a video feed into a sound stream, or a series
of small shocks on the forehead or the tongue.
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Four methods to push visual information to the brain through unusual sensory channels: the lower
back, the ears, the forehead, and the tongue.

An example of the latter is the postage stamp-sized device called the BrainPort, which
works by delivering tiny electrical shocks to the tongue via a small grid that sits on the
tongue. A blind subject wears sunglasses with a small camera attached. Camera pixels are
converted into electrical pulses on the tongue, which feels something like the fizz of a
carbonated drink. Blind people can become quite good at using the BrainPort, navigating
obstacle courses or throwing a ball into a basket. One blind athlete, Erik Weihenmayer,
uses the BrainPort to rock climb, assessing the position of crags and crevices from the
patterns on his tongue.

If it sounds crazy to “see” through your tongue, just keep in mind that seeing is never



anything but electrical signals streaming into the darkness of your skull. Normally this
happens via the optic nerves, but there’s no reason the information can’t stream in via
other nerves instead. As sensory substitution demonstrates, the brain takes whatever data
comes in and figures out what it can make of it.

One of the projects in my laboratory is to build a platform for enabling sensory
substitution. Specifically, we have built a wearable technology called the Variable Extra-
Sensory Transducer, or VEST. Worn inconspicuously under the clothing, the VEST is
covered with tiny vibratory motors. These motors convert data streams into dynamic
patterns of vibration across the torso. We’re using the VEST to give hearing to the deaf.

After about five days of using the VEST, a person who was born deaf can correctly
identify spoken words. Although the experiments are still in their early stages, we expect
that after several months of wearing the VEST, users will come to have a direct perceptual
experience — essentially the equivalent of hearing.

It may seem strange that a person can come to hear via moving patterns of vibration on
the torso. But just as with the dental chair or the tongue grid, the trick is this: the brain
doesn’t care how it gets the information, as long as it gets it.

Sensory augmentation

Sensory substitution is great for circumventing broken sensory systems — but beyond
substitution, what if we could use this technology to extend our sensory inventory? To
this end, my students and I are currently adding new senses to the human repertoire to
augment our experience of the world.

Consider this: the internet is streaming petabytes of interesting data, but currently we
can only access that information by staring at a phone or computer screen. What if you
could have real-time data streamed into your body, so that it became part of your direct
experience of the world? In other words, what if you could feel data? This could be
weather data, stock exchange data, Twitter data, cockpit data from an airplane, or data
about the state of a factory — all encoded as a new vibratory language that the brain learns
to understand. As you went about your daily tasks, you could have a direct perception of
whether it’s raining a hundred miles away or whether it’s going to snow tomorrow. Or
you could develop intuitions about where the stock markets were going, subconsciously
identifying the movements of the global economy. Or you could sense what’s trending
across the Twittersphere, and in this way be tapped into the consciousness of the species.



THE VEST

To provide sensory substitution for the deaf, my graduate student Scott Novich
and | built the VEST. This wearable tech captures sound from the environment
and maps it to small vibrational motors all over the torso. The motors activate in
patterns according to the frequencies of the sound. In this way, sound becomes
moving patterns of vibrations.

At first, these vibratory signals make no sense. But with enough practice, the
brain works out what to do with the data. Deaf people become able to translate
the complicated patterns on the torso into an understanding of what’s being
said. The brain figures out how to unconsciously unlock the patterns, similar to
the manner in which a blind person comes to effortlessly read Braille.

The VEST has the potential to be a game-changer for the deaf community.
Unlike a cochlear implant, it doesn’'t require an invasive surgery. And it's at least
twenty times cheaper, which makes it a solution that can be global.

The bigger vision for the VEST is this: beyond sound, it can also serve as a
platform for any kind of streaming information to find its way to the brain.

See videos of the VEST in action at eagleman.com.

Although this sounds like science fiction, we’re not far off from this future — all thanks


http://www.eagleman.com

to the brain’s talent at extracting patterns, even when we’re not trying. That is the trick
that can allow us to absorb complex data and incorporate it into our sensory experience of
the world. Like reading this page, absorbing new data streams will come to feel effortless.
Unlike reading, however, sensory addition would be a way to take on new information
about the world without having to consciously attend to it.

At the moment, we don’t know the limits — or if there are limits — to the kinds of data
the brain can incorporate. But it’s clear that we are no longer a natural species that has to
wait for sensory adaptations on an evolutionary timescale. As we move into the future, we
will increasingly design our own sensory portals on the world. We will wire ourselves into
an expanded sensory reality.

How to get a better body

How we sense the world is only half the story. The other half is how we interact with it. In
the same way that we are beginning to modify our sensory selves, can the brain’s
flexibility be leveraged to modify the way we reach out and touch the world?

Meet Jan Scheuermann. Because of a rare genetic disease called spinocerebellar
disorder, the spinal cord nerves connecting her brain to her muscles have deteriorated.
She can feel her body, but she can’t move it. As she describes it, “my brain is saying ‘lift
up’ to my arm, but the arm is saying ‘I can’t hear you.” ” Her total paralysis made her an
ideal candidate for a new study at the University of Pittsburgh School of Medicine.

Researchers there have implanted two electrodes into her left motor cortex, the last
stop for brain signals before they plunge down the spinal cord to control the muscles of
the arm. The electrical storms in her cortex are monitored, translated on a computer to
understand the intention, and the output is used to control the world’s most advanced
robotic arm.
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The electrical signals in Jan’s brain are decoded, and the bionic arm follows the commands. Via her
thoughts, the arm can accurately reach, the fingers can smoothly curl and uncurl, and the wrist can
roll and flex.

When Jan wants to move the robotic arm, she simply thinks about moving it. As she
moves the arm, Jan tends to talk to it in the third person: “Go up. Go down, down, down.
Go right. And grasp. Release.” And the arm does so on cue. Although she speaks the
commands out loud, she has no need to. There’s a direct physical link between her brain
and the arm. Jan reports that her brain has not forgotten how to move an arm, even
though it hadn’t moved one in ten years. “It’s like riding a bicycle,” she says.

Jan’s proficiency points to a future in which we use technology to enhance and extend
our bodies, not only replacing limbs or organs, but improving them: elevating them from
human fragility to something more durable. Her robotic arm is just the first hint of an
upcoming bionic era in which we’ll be able to control much stronger and longer-lasting
equipment than the skin and muscle and brittle bones we’re born with. Among other
things, that opens up new possibilities for space travel, something for which our delicate
bodies are ill-equipped.

Beyond replacement limbs, advancing brain-machine interface technology suggests
more exotic possibilities. Imagine extending your body to be something unrecognizable.
Start with this idea: what if you could use your brain signals to wirelessly control a
machine across the room? Envision answering emails while simultaneously using your
motor cortex to control a thought-controlled vacuum cleaner. At first glance, the concept
may sound unworkable, but keep in mind that brains are great at running tasks in the
background, not requiring much in the way of conscious bandwidth. Just consider how



easily you can drive a car while simultaneously talking to a passenger and fiddling with
the radio knob.

With the proper brain-machine interface and wireless technology, there’s no reason
you couldn’t control large devices such as a crane or a forklift wirelessly, at a distance,
with your thoughts, in the same way that you might absent-mindedly dig with a trowel or
play a guitar. Your capacity to do this well would be enhanced by sensory feedback, which
could be done visually (you watch how the machine moves), or even by feeding data back
into your somatosensory cortex (you feel how the machine moves). Controlling such
limbs would take practice and be awkward at first, in the same way that a baby has to flail
for some months to learn how to finely control its arms and legs. With time, these
machines would effectively become an extra limb — one that could have extraordinary
strength, hydraulic or otherwise. They would come to feel the way that your arms or legs
do to you now. They would just be another limb — simple extensions of ourselves.

We don’t know of a theoretical limit on the kinds of signals brain could learn to
incorporate. It may be possible to have almost any sort of physical body and any kind of
interaction with the world that we want. There’s no reason an extension of you couldn’t
be taking care of tasks on the other side of the planet, or mining rocks on the moon while
you’re enjoying a sandwich here on Earth.

The body we arrive with is really just the starting point for humanity. In the distant
future, we won’t just be extending our physical bodies, but fundamentally our sense of
self. As we take on new sensory experiences and control new kinds of bodies, that will
change us profoundly as individuals: our physicality sets the stage for how we feel, how
we think, and who we are. Without the limitations of the standard-issue senses and the
standard-issue body, we’ll become different people. Our great-great-great-great-
grandchildren may struggle to understand who we were, and what was important to us. At
this moment in history, we may have more in common with our Stone Age ancestors than
with our near-future descendants.

Stayin’ alive

We’re already beginning to extend the human body, but no matter how much we enhance
ourselves, there is one snag that’s difficult to avoid: our brains and bodies are built of
physical stuff. They will deteriorate and die. There will come a moment when all your
neural activity will come to a halt, and then the glorious experience of being conscious
will come to an end. It doesn’t matter who you know or what you do: this is the fate of all
of us. In fact, it’s the fate of all life, but only humans are so unusually foresighted that we
suffer over this knowledge.

Not everyone is content to suffer; some have chosen to fight death’s specter. Scattered
confederacies of researchers are interested in the idea that a better understanding of our
biology can address our mortality. What if in the future we didn’t have to die?

When my friend and mentor, Francis Crick, was cremated, I spent some time thinking
about what a shame it was that all his neural matter was going up in flames. That brain



contained all the knowledge, wisdom, and intellect of one of the heavyweight champions
of twentieth-century biology. All the archives of his life — his memories, his capacity for
insight, his sense of humor — were stored in the physical structure of his brain, and
simply because his heart had stopped everyone was content to throw away the hard-drive.
It made me wonder: could the information in his brain be preserved somehow? If the
brain were preserved, could a person’s thoughts and awareness and personhood ever be
brought back to life?

For the past fifty years, the Alcor Life Extension Foundation has been developing
technology they believe will allow people living today to enjoy a second life-cycle later.
The organization currently stores 129 people in a deep freeze that halts their biological
decay.

Here’s how cryopreservation works: first, an interested party signs his life insurance
policy over to the foundation. Then, upon the legal declaration of his death, Alcor is
alerted. A local team sweeps in to manage the body.

The team immediately transfers the body to an ice bath. In a process known as
cryoprotective perfusion, they circulate sixteen different chemicals to protect the cells as
the body cools. The body is then relocated as quickly as possible to the Alcor operating
room for the final stage of the procedure. The body is cooled by computer-controlled fans
circulating extremely low-temperature nitrogen gas. The goal is to cool all parts of the
body below —124°C as rapidly as possible to avoid any ice formation. The process takes
about three hours, at the end of which the body will have “vitrified”, that is, reached a
stable ice-free state. The body is then further cooled to —196°C over the next two weeks.



LEGAL VERSUS BIOLOGICAL DEATH

A person is declared legally dead when either his brain is clinically dead or his
body has experienced irreversible cessation of respiration and circulation. For
the brain to be declared dead, all activity must have ceased in the cortex,
involved in higher function. After brain death, vital functions can still be
maintained for organ donation or body donation, a fact critical for Alcor.
Biological death, on the other hand, happens in the absence of intervention, and
involves the death of cells throughout the body: in the organs and in the brain,
and means that the organs are no longer suitable for donation. Without oxygen
from circulating blood, the body’s cells rapidly start to die. To preserve a body
and a brain in its least degraded form, cell death must be stopped, or at least
decelerated, as quickly as possible. In addition, during cooling the priority is to
prevent ice crystals from forming, which can destroy the delicate structures of
the cells.

Not all clients choose to have their whole body frozen. A less expensive option is to
simply preserve the head. The separation of the head from the body is performed on a
surgical table, where the blood and fluids are washed out and, as with the whole-body
clients, are replaced with liquids that fix the tissue into place.



At the end of the procedure, the clients are lowered into ultra-cooled liquid in giant
stainless steel cylinders called dewars. This is where they’ll remain for a long time; no one
on the planet today knows how to successfully unfreeze and reanimate these frozen
residents. But that’s not the point. The hope is that one day the technology will exist to
carefully thaw — and then revive — the people in this community. Civilizations in the
distant future, it is presumed, will command the technology to cure the diseases that
ravaged these bodies and brought them to a halt.

Each of these dewars stores four bodies and up to five heads, all stored at —196°C.

Alcor members understand that the technology may never exist to revive them. Each
person dwelling in the Alcor dewars took a leap of faith, hoping and dreaming that
someday the technology will materialize to thaw them out, revive them, and give them a
second chance at life. The venture is a gamble that the future will develop the necessary
technology. I spoke to a member of the community (who awaits his eventual entry into
the dewars when the time comes), and he allowed the whole conception was a wager. But,
he pointed out, at least it gives him a better-than-zero chance of cheating death — better
odds than the rest of us.

Dr. Max More, who runs the facility, doesn’t use the word “immortality”. Instead, he
says, Alcor is about giving people a second chance at life, with the potential to live
thousands of years or longer. Until that time comes, Alcor is their final resting place.



Digital immortality

Not everyone with a penchant for life extension has a fondness for cryopreservation.
Others have moved along a different line of enquiry: what if there were other ways to
access the information stored in a brain? Not by bringing a deceased person back to life,
but instead by finding a way to read out the data directly. After all, the sub-
microscopically detailed structure of your brain contains all your knowledge and
memories — so why couldn’t that book be decrypted?

Let’s take a look at what would be required to do that. To begin, we’d need
extraordinarily powerful computers to store the detailed data of an individual brain.
Fortunately, our exponentially growing computational power hints at profound
possibilities. Over the past twenty years, computing power has increased over a thousand
times. The processing power of computer chips has doubled approximately every eighteen
months, and this trend continues. The technologies of our modern era allow us to store
unimaginable amounts of data and run gargantuan simulations.
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Twenty years ago, this supercomputer was equivalent to all the computer power on the planet.

Twenty years from now, this will be a modest force — the type you might shrink down and wear on
your body.

Given our computing potential, it seems likely that we’ll someday be able to scan a
working copy of the human brain onto a computer substrate. There is nothing, in theory,
that precludes this possibility. However, the challenge needs to be realistically



appreciated.

The typical brain has about eighty-six billion neurons, each making about ten thousand
connections. They connect in a very specific manner, unique to each person. Your
experiences, your memories, all the stuff that makes you you is represented by the
unique pattern of the quadrillion connections between your brain cells. This pattern, far
too large to comprehend, is summarized as your “connectome”. In an ambitious endeavor,
Dr. Sebastian Seung at Princeton is working with his team to excavate the fine details of a
connectome.

With a system this microscopic and complex, it’s inordinately difficult to map out the
network of connectivity. Seung uses serial electron microscopy, which involves making a
series of very thin slices of brain tissue using an extremely precise blade. (At the moment,
mouse brains are used, not human.) Each slice is subdivided into tiny areas, and each of
these is scanned by an extraordinarily powerful electron microscope. The result of each
scan is a picture known as an electron micrograph — and this represents a segment of
brain magnified one hundred thousand times. At this resolution it’s possible to make out
fine features of the brain.



THE PACE OF TECHNOLOGICAL CHANGE

Advancement in processing power over time
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In 1965, Gordon Moore, co-founder of the computing giant Intel, made a
prediction about the rate of progress in computing power. “Moore’s Law”
forecast that as transistors became smaller and more precise, the number that
could fit onto a computer chip would double every two years, exponentially
increasing computing power over time. Moore’s prediction has held true through
the intervening decades, and has become shorthand for the exponentially
accelerating pace of technological change. Moore’'s Law is used by the
computing industry to guide long-term planning and set goals for technological
advancement. Because the law predicts that technological progress will
increase exponentially rather than linearly, some predict that at today’s rate
there will be 20,000 years’ worth of progress in the next hundred years. At this
pace we can expect to see radical advancements in the technology that we rely
on.




A slice of the connectome: these striking two-dimensional pictures are the first step toward working
out the most complex circuit diagram in our known world. The small black dots are the DNA inside an
individual cell; the perfect circles that you see are tiny, spherical vesicles of neurotransmitters.

Once these slices are stored in the computer, the more difficult work begins. One very
thin slice at a time, the borders of the cells are traced out — traditionally by hand, but
increasingly by computer algorithms. Then the images are stacked atop one another, and
an attempt is made to connect the full extent of individual cells across slices, to reveal
them in their three-dimensional richness. In this painstaking manner a model emerges,
revealing what is connected to what.




This tiny chunk of brain tissue from a mouse contains about 300 connections (synapses). A chunk
this size represents one 2,000,000,000th of a full mouse brain, and about one 5,000,000,000,000th of a
human brain.

The dense spaghetti of connections is just a few billionths of a meter across, about the
size of the head of a pin. It’s not difficult to see why reconstructing the full picture of all
the connections in a human brain is such a daunting task, and one that we have no real
hope of accomplishing anytime soon. The amount of data required is gargantuan: to store
a high-resolution architecture of a single human brain would require a zettabyte of
capacity. That’s the same size as all the digital content of the planet right now.

Throwing far into the future, let’s imagine that we could get a scan of your connectome.
Would that information be enough to represent you? Could this snapshot of all the
circuitry of your brain actually have consciousness — your consciousness? Probably not.
After all, the circuit diagram (which shows us what connects to what) is only half of the
magic of a functioning brain. The other half is all the electrical and chemical activity that
runs on top of those connections. The alchemy of thought, of feeling, of awareness — this
emerges from quadrillions of interactions between brain cells every second: the release of
chemicals, the changes in the shapes of proteins, the traveling waves of electrical activity
down the axons of neurons.

Consider the enormity of the connectome, and then multiply that by the vast number of
things happening every second at every one of those connections, and you’ll get a sense of
the magnitude of the problem. Unfortunately for us, systems of this magnitude cannot be
comprehended by the human brain. Fortunately for us, our computational power is
moving in the right direction to eventually open up a possibility: a simulation of the
system. The next challenge is not just reading it out, but making it run.

Such a simulation is exactly what a team of researchers at the Ecole polytechnique



fédérale de Lausanne (EPFL) in Switzerland is working toward. Their goal is to deliver by
2023 a software and hardware infrastructure capable of running a whole human brain
simulation. The Human Brain Project is an ambitious research mission that collects data
from neuroscience laboratories across the globe — this includes data on individual cells
(their contents and structure) to connectome data to information about large-scale
activity patterns in groups of neurons. Slowly, one experiment at a time, each new finding
on the planet provides a tiny piece of a titanic puzzle. The goal of the Human Brain
Project is to achieve a simulation of a brain that uses detailed neurons, realistic in their
structure and their behavior. Even with this ambitious goal and over a billion euros of
funding from the European Union, the human brain is still totally out of reach. The
current goal is to build a simulation of a rat brain.



SERIAL ELECTRON MICROSCOPY AND THE
CONNECTOME

Signals from the environment are translated into electrochemical signals carried
by brain cells. It is the first step by which the brain taps into information from
the world outside the body.

Tracing the dense tangle of billions of interconnected neurons requires
specialized technology, as well as the world’'s sharpest blade. A technique
called “serial block-face scanning electron microscopy” generates high-
resolution 3D models of complete neural pathways from tiny slices of brain
tissue. It's the first technique to yield 3D images of the brain at nanoscale
resolution (one billionth of a meter).

Like a deli-slicer, a high-precision diamond blade mounted inside a scanning
microscope cuts layer after layer from a tiny block of brain, producing a filmstrip
in which each frame is an ultra-thin slice. Each sliver is scanned by an electron
microscope. The scans are then digitally layered on top of one another to
create a high-resolution 3D model of the original block.

By tracing features from slice to slice, a model emerges of the tangle of
neurons that criss-cross and intertwine. Given that an average neuron can be
between 4-100 billionths of a meter in length and have 10,000 different
branches, it's a formidable task. The challenge of mapping a full human
connectome is expected to take several decades.
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The Human Brain Project: a large research team in Switzerland is compiling data from laboratories
around the world — with the eventual goal of building a working simulation of a full brain.

We are only at the beginning of our endeavor to map and simulate a full human brain,
but there’s no theoretical reason why we can’t get there. But here’s a key question: would
a working simulation of the brain be conscious? If the details were captured and
simulated correctly, would we be looking at a sentient being? Would it think and be self-
aware?

Does consciousness require the physical stuff?

In the same way that computer software can run on different hardware, it may be that the
software of the mind can run on other platforms as well. Consider the possibility this
way: what if there is nothing special about biological neurons themselves, and instead it’s
only how they communicate that makes a person who they are? That prospect is known
as the computational hypothesis of the brain. The idea is that the neurons and synapses
and other biological matter aren’t the critical ingredients: it’s the computations they
happen to be implementing. It may be that what the brain physically is doesn’t matter,
but instead what it does.



RAT BRAINS

3x magnification

Rat brain: 2g Human brain: 14009

The rat has had a terrible reputation for much of human history, but to modern
neuroscience the rat (and the mouse) plays a crucial role in many areas of
research. Rats have larger brains than mice, but both have important similarities
to the human brain — in particular, the organization of the cerebral cortex, the
outer layer that’s so important for abstract thinking.

The outer layer of the human brain, the cortex, is folded over on itself to allow
more of it to be packed into the skull. If you flattened the average adult cortex
out it would cover 2,500 square centimeters (a small tablecloth). The rat brain,
in contrast, is completely smooth. Despite these obvious differences in
appearance and size, there are fundamental similarities between the two brains
at the cellular level.

Under a microscope it is almost impossible to tell the differences between a
rat neuron and a human neuron. Both brains wire up in much the same way and
go through the same developmental stages. Rats can be trained to do cognitive
tasks — from distinguishing between scents to finding their way through a maze
— and this allows researchers to correlate the details of their neural activity to
specific tasks.

If that turns out to be true, then in theory you could run the brain on any substrate. As
long as the computations chug along in the right way, then all your thoughts, emotions,
and complexities should arise as a product of the complex communications within the
new material. In theory, you might swap cells for circuitry, or oxygen for electricity: the



medium doesn’t matter, provided that all the pieces and parts are connecting and
interacting in the right way. In this way, we may be able to “run” a fully functioning
simulation of you without a biological brain. According to the computational hypothesis,
such a simulation would actually be you.

LEGO computer

Computational devices don’t have to be made out of silicon — they can also be made of moving water
droplets or of Lego. What matters is not what a computer is made of, but how its parts interact.

The computational hypothesis of the brain is just that — a hypothesis — one that we
don’t yet know is true. After all, there may be something special and undiscovered about




the biological wetware, and in that case we’re stuck with the biology we arrived with.
However, if the computational hypothesis is correct, then a mind could live in a
computer.

If it turns out to be possible to simulate a mind, that leads to a different question: do
we have to copy the traditional biological way of doing it? Or might it be possible to create
a different kind of intelligence, of our own invention, from scratch?

Artificial intelligence

People have been trying for a long time to create machines that think. That line of
research — artificial intelligence — has been around since at least the 1950s. Although the
initial pioneers were heady with optimism, the problem has turned out to be
unexpectedly difficult. Although we’ll soon have cars that drive themselves, and it’s
almost two decades since a computer first beat a chess grand master, the goal of a truly
sentient machine still waits to be achieved. When I was a child, I expected that we would
have robots interacting with us by now, taking care of us and engaging in meaningful
conversation. The fact that we’re still quite distant from that outcome speaks to the depth
of the enigma of how the brain functions, and how far we still have to go to decode
Mother Nature’s secrets.

One of the latest attempts to create an artificial intelligence can be found at the
University of Plymouth, in England. It’s called iCub, and it’s a humanoid robot designed
and engineered to learn like a human child. Traditionally, robots are preprogrammed with
what they need to know about their tasks. But what if robots could develop the way a
human infant does — by interacting with the world, by imitating and learning by example?
After all, babies don’t come into the world knowing how to speak and walk — but they
come with curiosity and they pay attention and they imitate. Babies use the world they’re
in as a textbook to learn by example. Couldn’t a robot do the same?

The iCub is about the size of a two-year-old. It has eyes and ears and touch sensors, and
these allow it to interact with and learn about the world.



“Instead of trying to produce a program to simulate the adult mind, why not rather try to produce one
which simulates the child’s?” — Alan Turing, 1950. There are twenty-nine identical iCubs in research
labs all over the globe, each one part of a common platform that can merge their learning.

If you present a new object to iCub and name it (“this is a red ball”), the computer
program correlates the visual image of the object with the verbal label. So the next time
you present the red ball and ask “what is this?”, it will answer “this is a red ball.” The aim
is that with each interaction, the robot continually adds to its base of knowledge. By
making changes and connections within its internal code, it builds a repertoire of
appropriate responses.

It often gets things wrong. If you present and name several objects and push iCub to
name them all, you’ll get several mistakes and a large number of “I don’t know”
responses. That’s all part of the process. It also reveals how difficult it is to build
intelligence.

I spent quite a bit of time interacting with iCub, and it’s an impressive project. But the
longer I was there, the more it was obvious that there was no mind behind the program.
Despite its big eyes and friendly voice and child-like movements, it becomes clear that
iCub is not sentient. It’s run by lines of code, not trains of thought. And even though
we're still in the early days of Al, one can’t help but chew on an old and deep question in
philosophy: can lines of computer code ever come to think? While iCub can say “red ball”,




does it really experience redness or the concept of roundness? Do computers do just what
they’re programmed to do, or can they really have internal experience?

Can a computer think?

Can a computer ever be programmed so that it has awareness, a mind? In the 1980s the
philosopher John Searle came up with a thought experiment that gets right to the heart of
this question. He called it the Chinese Room Argument.

It goes like this: I am locked in a room. Questions are passed to me through a small
letter slot — and these messages are written only in Chinese. I don’t speak Chinese. I have
no clue at all what’s written on these pieces of paper. However, inside this room I have a
library of books, and they contain step-by-step instructions that tell me exactly what to do
with these symbols. I look at the grouping of symbols, and I simply follow steps in the
book that tell me what Chinese symbols to copy down in response. I write those on the
slip of paper and pass it back out of the slot.

When the Chinese speaker receives my reply message, it makes sense to her. It seems
as though whoever is in the room is answering her questions perfectly, and therefore it
seems obvious that the person in the room must understand Chinese. I've fooled her, of
course, because I'm only following a set of instructions, with no understanding of what’s
going on. With enough time and a big enough set of instructions I could answer almost
any question posed to me in Chinese. But I, the operator, do not understand Chinese. I
manipulate symbols all day long, but I have no idea what the symbols mean.



In the Chinese Room thought experiment, a man in a booth follows instructions to manipulate
symbols. This fools a native speaker into believing that the person in the booth speaks Chinese.

Searle argued this is just what is happening inside a computer. No matter how
intelligent a program like iCub seems to be, it’s only following sets of instructions to spit
out answers — manipulating symbols without ever really understanding what it’s doing.

Google is an example of this principle. When you send Google a query, it doesn’t
understand your question or its own answer: it simply moves around zeros and ones in
logic gates and returns zeros and ones to you. With a mind-blowing program like Google
Translate, I can speak a sentence of Swahili and it can return the translation in
Hungarian. But it’s all algorithmic. It’s all symbol manipulation, just like the person
inside the Chinese Room. Google Translate doesn’t understand anything about the
sentence; nothing carries any meaning to it.

The Chinese Room Argument suggests that as we develop computers that mimic
human intelligence, they won’t actually understand what they’re talking about; there will
be no meaning to anything they do. Searle used this thought experiment to argue that
there’s something about human brains that won’t be explained if we simply analogize
them to digital computers. There’s a gap between symbols that have no meaning, and our
conscious experience.

There’s ongoing debate about the interpretation of the Chinese Room Argument, but
however one construes it, the argument exposes the difficulty and the mystery of how
physical pieces and parts ever come to equal our experience of being alive in the world.



With every attempt to simulate or create a human-like intelligence, we’re confronted by a
central unsolved question of neuroscience: how does something as rich as the subjective
feeling of being me — the sting of pain, the redness of red, the taste of grapefruit — arise
from billions of simple brain cells running through their operations? After all, each brain
cell is just a cell, following local rules, running its basic operations. By itself, it can’t do
much. So how do billions of these add up to the subjective experience of being me?

Greater than the sum

In 1714, Gottfried Wilhelm Leibniz argued that matter alone could never produce a mind.
Leibniz was a German philosopher, mathematician, and scientist who is sometimes called
“the last man who knew everything”. To Leibniz, brain tissue alone could not have an
interior life. He suggested a thought experiment, known today as Leibniz’s Mill. Imagine
a large mill. If you were to walk around inside of it, you would see its cogs and struts and
levers all moving, but it would be preposterous to suggest that the mill is thinking or
feeling or perceiving. How could a mill fall in love or enjoy a sunset? A mill is just made
of pieces and parts. And so it is with the brain, Leibniz asserted. If you could expand the
brain to the size of a mill and stroll around inside it, you would only see pieces and parts.
Nothing would obviously correspond to perception. Everything would simply be acting on
everything else. If you wrote down every interaction, it wouldn’t be obvious where
thinking and feeling and perceiving reside.
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A mill has mechanically interacting pieces and parts, but one wouldn’t be tempted to propose that the
mill thinks. So where does the magic occur in the brain, which is also made of pieces and parts?

When we look inside the brain, we see neurons, synapses, chemical transmitters,
electrical activity. We see billions of active, chattering cells. Where are you? Where are
your thoughts? Your emotions? The feeling of happiness, the color of indigo blue? How
can you be made of mere matter? To Leibniz, the mind seemed inexplicable by

mechanical causes.

Is it possible that Leibniz overlooked something in his argument? By looking at the
individual pieces and parts of a brain, he may have missed a trick. Maybe thinking about
walking around in the mill is the wrong way to approach the question of consciousness.



Consciousness as an emergent property

To understand human consciousness, we may need to think not in terms of the pieces
and parts of the brain, but instead in terms of how these components interact. If we want
to see how simple parts can give rise to something bigger than themselves, look no
farther than the nearest anthill.

With millions of members in a colony, leaf-cutter ants cultivate their own food. Just
like humans, they’re farmers. Some of the ants set forth from the nest to find fresh
vegetation; when they find it, they chew off large pieces that they hump back to the nest.
However, the ants don’t eat these leaves. Instead, smaller worker ants take the pieces of
leaves, chew them into smaller pieces, and use these as fertilizer to grow fungus in large
underground “gardens”. The ants feed the fungus, and the fungus blossoms into small
fruiting bodies which the ants later eat. (The relationship has become so symbiotic that
the fungus can no longer reproduce on its own; it relies entirely on the ants for its
propagation.) Using this successful farming strategy, the ants build enormous nests
underground, something spanning hundreds of square meters. Just like humans, they
have perfected an agricultural civilization.

Here’s the important part: although the colony is like a super-organism that
accomplishes extraordinary feats, each ant individually behaves very simplistically. It just
follows local rules. The queen doesn’t give commanding orders; she doesn’t coordinate
the behavior from on high. Instead, each ant reacts to local chemical signals from other
ants, larvae, intruders, food, waste, or leaves. Each ant is a modest, autonomous unit
whose reactions depend only on its local environment and the genetically encoded rules
for its variety of ant.

Despite the lack of centralized decision making, the leaf-cutter ant colonies exhibit
what appears to be extraordinarily sophisticated behavior. (Beyond farming, they also
accomplish feats like finding the maximum distance from all colony entrances to dispose
of dead bodies, a sophisticated geometric problem.)

Each leaf-cutter ant communicates locally, with no sense of the bigger picture. But complex,
responsive agriculture emerges at the level of the colony.



The important lesson is that the complex behavior of the colony doesn’t arise from
complexity in the individuals. Each ant doesn’t know that it is part of a successful
civilization: it just runs its small, simple programs.

When enough ants come together, a super-organism emerges — with collective
properties that are more sophisticated than its basic parts. This phenomenon, known as
“emergence”, is what happens when simple units interact in the right ways and something
larger arises.

What is key is the interaction between the ants. And so it goes with the brain. A neuron
is simply a specialized cell, just like other cells in your body, but with some
specializations that allow it to grow processes and propagate electrical signals. Like an
ant, an individual brain cell just runs its local program its whole life, carrying electrical
signals along its membrane, spitting out neurotransmitters when the time comes for it,
and being spat upon by the neurotransmission of other cells. That’s it. It lives in darkness.
Each neuron spends its life embedded in a network of other cells, simply responding to
signals. It doesn’t know if it’s involved in moving your eyes to read Shakespeare, or
moving your hands to play Beethoven. It doesn’t know about you. Although your goals,
intentions, and abilities are completely dependent on the existence of these little neurons,
they live on a smaller scale, with no awareness of the thing they have come together to
build.

But get enough of these basic brain cells together, interacting in the right ways, and the
mind emerges.

Ants and neurons spend their lives following local rules. The unwitting ants give rise to the
sophisticated behavior of colonies; the neurons to us.

Everywhere you look you can find systems with emergent properties. No single hunk of
metal on an airplane has the property of flight, but when you arrange the pieces in the
right way, flight emerges. Pieces and parts of a system can be individually quite simple.
It’s all about their interaction. In many cases, the parts themselves are replaceable.



What is required for consciousness?

Although the theoretical details are not yet worked out, the mind seems to emerge from
the interaction of the billions of pieces and parts of the brain. This leads to a fundamental
question: can a mind emerge from anything with lots of interacting parts? For example,
could a city be conscious? After all, a city is built on the interactions between elements.
Think of all the signals moving through a city: telephone wires, fiber optic lines, sewers
carrying waste, every handshake between humans, every traffic light, and so on. The scale
of interaction in a city is on a par with the human brain. Of course, it would be very hard
to know if a city were conscious. How could it tell us? How could we ask it?

To answer a question like this requires a deeper question: for a network to experience
consciousness, does it need more than just a number of parts — but instead a very
particular structure to the interactions?

Professor Giulio Tononi at the University of Wisconsin is working to answer exactly
that question. He has proposed a quantitative definition of consciousness. It’s not
enough, he thinks, that there are pieces and parts interacting. Instead, there has to be a
certain organization underlying this interaction.

To research consciousness in a laboratory setting, Tononi uses transcranial magnetic
stimulation (TMS) to compare activity in the brain when it’s awake and when it’s in deep
sleep (when, as we saw in Chapter 1, your consciousness disappears). By introducing a
burst of electrical current into the cortex, he and his team can then track how the activity
spreads.

When a subject is awake, and consciously aware, a complex pattern of neural activity
spreads out from the focus of the TMS pulse. Long-lasting ripples of activity spread to
different cortical areas, unmasking wide-spread connectivity across the network. In
contrast, when the person is in deep sleep, the same TMS pulse stimulates only a very
local area, and the activity dies down quickly. The network has lost much of its
connectivity. This same result is seen when a person is in a coma: activity spreads very
little, but as the person emerges over weeks into consciousness, the activity spreads more
widely.



The first pulse, The second pulse, The third and final pulse,
administered the day the || days later, led to performed after the
patient began to emerge patterns that were more patient had fully awoken,
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Higher levels of consciousness correlate with a wider spread of activity.

Tononi believes this is because when we are awake and conscious, there is widespread
communication between different cortical areas; in contrast, the unconscious state of
sleep is characterized by a lack of communication across areas. In his framework, Tononi
suggests that a conscious system requires a perfect balance of enough complexity to
represent very different states (this is called differentiation) and enough connectivity to
have distant parts of the network be in tight communication with one another (called
integration). In his framework, the balance of differentiation and integration can be
quantified, and he proposes that only systems in the right range experience
consciousness.



CONSCIOUSNESS AND NEUROSCIENCE

Take a moment to think about private, subjective experience: the show that only
happens inside someone’s head. For example, when | bite a peach while
watching a sunrise, you can’'t know the exact experience I'm having internally;
you can only guess based on experiences you've had. My conscious experience
is mine, and yours is yours. So how can it be studied using the scientific
method?

In recent decades, researchers have set out to illuminate the “neural
correlates” of consciousness — that is, the exact patterns of brain activity that
are present every time a person is having a particular experience, and present
only when they’re having that experience.

Take the ambiguous picture of a duck/rabbit. Like the old woman/young
woman figure in Chapter 4, its interesting property is that you can only
experience one interpretation at a time, but not both at once. So in the moments
that you're having the experience of a rabbit, what precisely is the signature of
activity in your brain? When you switch to the duck, what is your brain doing
differently? Nothing has changed on the page, so the only thing changing must
be the details of brain activity that produce your conscious experience.

If his theory turns out to be correct, it would give a non-invasive assessment of the
level of consciousness in coma patients. It may also give us the means to tell whether
inanimate systems have consciousness. So the answer to the question of whether a city
was conscious could be answered: it would depend on whether the information flow is



arranged in the right way — with just the perfect amount of differentiation and
integration.

Tononi’s theory is compatible with the idea that human consciousness could escape its
biological origins. In this view, although consciousness evolved along a particular path
that resulted in a brain, it doesn’t have to be built on top of organic matter. It could just as
easily be made of silicon, assuming the interactions are organized in the right way.

Uploading consciousness

If the software of the brain is the critical element to a mind — and not the details of the
hardware — then, in theory, we could shift ourselves off the substrate of our bodies. With
powerful enough computers simulating the interactions in our brains, we could upload.
We could exist digitally by running ourselves as a simulation, escaping the biological
wetware from which we’ve arisen, becoming non-biological beings. That would be the
single most significant leap in the history of our species, launching us into the era of
transhumanism.

Imagine what it could look like to leave your body behind and enter a new existence in
a simulated world. Your digital existence could look like any life you wanted.
Programmers could make any virtual world for you — worlds in which you can fly, or live
underwater, or feel the winds of a different planet. We could run our virtual brains as fast
or slow as we wanted, so our minds could span immense swaths of time or turn seconds
of computing time into billions of years of experience.

A technical hurdle to successful uploading is that the simulated brain must be able to
modify itself. We would need not only the pieces and parts, but also the physics of their
ongoing interactions — for example, the activity of transcription factors that travel to the
nucleus and cause gene expression, the dynamic changes in location and strength of the
synapses, and so on. Unless your simulated experiences changed the structure of your
simulated brain, you would be unable to form new memories and would have no sense of
the passage of time. Under those circumstances, would there be any point to immortality?

If uploading proves to be possible, it would open up the capacity to reach other solar
systems. There are at least a hundred billion other galaxies in our cosmos, each of which
contains a hundred billion stars. We’ve already spotted thousands of exoplanets orbiting
those stars, some of which have conditions quite like our Earth. The difficulty lies in the
impossibility that our current fleshy bodies will ever get to those exoplanets — there’s
simply no foreseeable way that we will be able to travel those kinds of distances in space
and time. However, because you can pause a simulation, shoot it out into space, and
reboot it a thousand years later when it arrives at a planet, it would seem to your
consciousness that you were on Earth, you had a launch, and then instantly you found
yourself on a new planet. Uploading would be equivalent to achieving the physics dream
of finding a wormhole, allowing us to get from one part of the universe to another in a
subjective instant.



UPLOADING: IS IT STILL YOU?

If biological algorithms are the important part of what makes us who we are,
rather than the physical stuff, then it’s a possibility that we will someday be able
to copy our brains, upload them, and live forever in silica. But there’s an
important question here: is it really you? Not exactly. The uploaded copy has all
your memories and believes it was you, just there, standing outside the
computer, in your body. Here’s the strange part: if you die and we turn on the
simulation one second later, it would be a transfer. It would be no different to
beaming up in Star Trek, when a person is disintigrated, and then a new version
is reconstituted a moment later. Uploading may not be all that different from
what happens to you each night when you go to sleep: you experience a little
death of your consciousness, and the person who wakes up on your pillow the
next morning inherits all your memories, and believes him or herself to be you.

Are we already living in a simulation?

Maybe what you would choose for your simulation is something very much like your
present life on Earth, and that simple thought has led several philosophers to wonder
whether we’re already living in a simulation. While that idea seems fantastical, we already
know how easily we can be fooled into accepting our reality: every night we fall asleep and
have bizarre dreams — and while we’re there we believe those worlds entirely.

Questions about our reality are not new. Two thousand three hundred years ago, the
Chinese philosopher Chuang Tzu dreamt he was a butterfly. Upon waking, he considered



this question: how would I know if I was Chuang Tzu dreaming I'm a butterfly — or
instead, if right now I'm a butterfly dreaming I'm a man named Chuang Tzu?

-

“Once upon a time, I, Chuang Tzu, dreamt | was a butterfly, fluttering hither and thither, to all intents
and purposes a butterfly. | was conscious only of following my fancies as a butterfly, and was
unconscious of my individuality as a man. Suddenly, | awoke, and there I lay, myself again. Now I do
not know whether | was then a man dreaming | was a butterfly, or whether | am now a butterfly
dreaming that |am a man.”

The French philosopher René Descartes wrestled with a different version of this same
problem. He wondered how we could ever know if what we experience is the real reality.
To make the problem clear, he entertained a thought experiment: How do I know I’'m not
a brain in a vat? Maybe someone is stimulating that brain in just the right way to make
me believe that I'm here and I'm touching the ground and seeing those people and
hearing those sounds. Descartes concluded there might not be any way to know. But he
also realized something else: there’s some me at the center trying to figure all this out.
Whether or not I'm a brain in a vat, I'm pondering the problem. I'm thinking about this,
and therefore I exist.

Into the future

In the coming years we will discover more about the human brain than we can describe
with our current theories and frameworks. At the moment we’re surrounded by
mysteries: many that we recognize and many we haven’t yet registered. As a field, we have
vast uncharted waters ahead of us. As always in science, the important thing is to run the
experiments and assess the results. Mother Nature will then tell us which approaches are
blind alleys, and which move us further down the road of understanding the blueprints of
our own minds.

Only one thing is certain: our species is just at the beginning of something, and we



don’t fully know what it is. We’re at an unprecedented moment in history, one in which
brain science and technology are co-evolving. What happens at this intersection is poised
to change who we are.

For thousands of generations, humans have lived the same sort of life cycle over and
over: we're born, we control a fragile body, we enjoy a small strip of sensory reality, and
then we die.

Science may give us the tools to transcend that evolutionary story. We can now hack
our own hardware, and as a result our brains don’t need to remain as we’ve inherited
them. We’re capable of inhabiting new kinds of sensory realities and new kinds of bodies.
Eventually we may even be able to shed our physical forms altogether.

Our species is just now discovering the tools to shape our own destiny.
Who we become is up to us.
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Glossary

Action Potential A brief (one millisecond) event in which the voltage across a neuron reaches a threshold, causing a
propagating chain reaction of ion exchange across the cell membrane. Eventually this causes neurotransmitter release at
the terminals of the axon. Also known as a spike.

Alien Hand Syndrome A disorder resulting from a treatment for epilepsy known as a corpus callosotomy, in which the
corpus callosum is cut, disconnecting the two cerebral hemispheres of the brain, also known as split-brain surgery. This
disorder causes unilateral and sometimes intricate hand movements without the patient feeling they have volitional
control of the movements.

Axon The anatomical output projection of a neuron capable of conducting electrical signals from the cell body.

Cerebrum Human brain areas including the large, undulate exterior cerebral cortex, hippocampus, basal ganglia, and
olfactory bulb. Development of this area in higher order mammals contributes to more advanced cognition and behavior.

Cerebellum A smaller anatomical structure that sits below the cerebral cortex at the rear of the head. This area of the
brain is essential for fluid motor control, balance, posture, and possibly some cognitive functions.

Computational Hypothesis of Brain Function A framework proposing that the interactions in the brain are
implementing computations, and that the same computations, if run on a different substrate, would equally give rise to
the mind.

Connectome A three-dimensional map of all neuronal connections in the brain.

Corpus Callosum A strip of nerve fibers located in the longitudinal fissure between the two cerebral hemispheres that
enables communication between them.

Dendrites The anatomical input projections of a neuron that carry electrical signals initiated by neurotransmitter
release from other neurons to the cell body.

Dopamine A neurotransmitter in the brain linked to motor control, addiction, and reward.

Electroencephalography (EEG) A technique used to measure electrical activity at millisecond resolution in the brain
by connecting conductive electrodes to the scalp. Each electrode captures the summation of millions of neurons
underlying the electrode. This method is used to capture fast changes in brain activity in the cortex.

Functional Magnetic Resonance Imaging (fMRI) A neuroimaging technique that detects brain activity with second
resolution by measuring blood flow in the brain with millimeter resolution.

Galvanic Skin Response A technique that measures changes in the autonomic nervous system which occur when
someone experiences something new, stressful, or intense even if below conscious awareness. In practice, a machine is
hooked up to the fingertip and the electrical properties of the skin are monitored that change along with activity in the
skin sweat glands.

Glial Cell Specialized cells in the brain that protect neurons by providing nutrients and oxygen to them, removing waste,
and generally supporting them.

Neural Of or relating to the nervous system or neurons.

Neuron A specialized cell found in both the central and peripheral nervous systems, including brain, spinal cord, and
sensory cells, that communicates to other cells using electrochemical signals.

Neurotransmitter Chemicals that are released from one neuron to another recipient neuron, usually across a synapse.
These are found in the central and peripheral nervous systems including the brain, spinal cord, and sensory neurons
throughout the body. Neurons may release more than one neurotransmitter.

Parkinson’s Disease A progressive disorder characterized by movement difficulties and tremors that is caused by the
deterioration of dopamine-producing cells in a midbrain structure called the substantia nigra.



Plasticity The brain’s ability to adapt by creating new or modifying existing neural connections. The capability of the
brain to exhibit plasticity is important after an injury in order to compensate for any acquired deficits.

Sensory Substitution An approach to compensate for an impaired sense in which sensory information is fed into the
brain through unusual sensory channels. For example, visual information is converted into vibrations on the tongue or
auditory information is converted into patterns of vibrations on the torso, allowing an individual to see or hear
respectively.

Sensory Transduction Signals from the environment, such as photons (sight), air compression waves (hearing) or
scent molecules (smell) are converted (transduced) into action potentials by specialized cells. It is the first step by which
information from outside the body is received by the brain.

Split-brain Surgery Also known as a corpus callosotomy, the corpus callosum is severed as a measure to control
epilepsy not cured by other means. This surgery removes the communication between the two cerebral hemispheres.

Synapse The space typically between an axon of one neuron and a dendrite of another neuron where communication
between neurons occurs by release of neurotransmitters. Axon—axon and dendrite—dendrite synapses also exist.

Transcranial Magnetic Stimulation (TMS) A non-invasive technique used to stimulate or inhibit brain activity
using a magnetic pulse to induce small electric currents in underlying neural tissue. This technique is typically used to
understand the influence of brain areas in neural circuits.

Ulysses Contract An unbreakable contract used to bind oneself to a potential future goal made when one understands
one may not have the ability to make a rational choice at that time.

Ventral Tegmental Area A structure comprised of mostly dopaminergic neurons located in the midbrain. This area
plays a critical role in the reward system.
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